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1 Introduction

Let H be a real Hilbert space and C be a nonempty closed convex subset of H .

Let T : C → C be a self-mapping of C . We use Fix(T ) to denote the set of

fixed points of T ; that is, F (T ) = {x ∈ C : Tx = x}. (Throughout this paper,

we always assume that F (T ) 6= ∅.)

Iterative methods are often used to solve the fixed point equation Tx = x. The

most well-known method is perhaps the Picard successive iteration method when

T is a contraction. Picard’s method generates a sequence {xn} successively as

xn = Txn−1 for n ≥ 1 with x0 arbitrary, and this sequence converges in norm to

the unique fixed point of T . However, if T is not a contraction (for instance, if T

is nonexpansive), then Picard’s successive iteration fails, in general, to converge.

Instead, Mann’s iteration method [14] or Ishikawa’s iteration method [6] prevails.

First, Mann’s method, an averaged process in nature, generates a sequence {xn}

recursively by

xn+1 = αnxn + (1 − αn)Txn, n ≥ 0, (1.1)

where the initial guess x0 ∈ C is arbitrarily chosen and the sequence {αn}∞n=0 lies

in the interval [0, 1]. Ishikawa’s averaged process [6] is also defined recursively by





yn = βnxn + (1 − βn)Txn,

xn+1 = αnxn + (1 − αn)Tyn, n ≥ 0,
(1.2)

where the initial guess x0 ∈ C is arbitrarily chosen and the sequences {αn}∞n=0

and {βn}∞n=0 lie in the interval [0, 1].

Mann’s iteration method (1.1) or Ishikawa’s iteration method [6] has been

proved to be a powerful method for solving nonlinear operator equations involving

nonexpansive mappings, asymptotically nonexpansive mappings, and other type
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of nonlinear mappings; see [1, 2, 5, 8, 9, 12, 15, 17, 18, 19, 20, 23, 24, 25, 26, 27,

28, 30, 31, 32, 33, 34, 35] and the references therein.

Recall that a mapping T : C → C is said to be a strict pseudo-contraction

[1] if there exists a constant 0 ≤ κ < 1 such that

‖Tx− Ty‖2 ≤ ‖x − y‖2 + κ‖(I − T )x − (I − T )y‖2 (1.3)

for all x, y ∈ C . (If (1.3) holds, we also say that T is a κ-strict pseudo-

contraction.)

A 0-strict pseudo-contraction T is nonexpansive; that is, T is nonexpansive

if

‖Tx− Ty‖ ≤ ‖x − y‖

for all x, y ∈ C .

Recall also that a mapping T : C → C is said to be an asymptotically κ-strict

pseudo-contraction [22] if, there exists a constant κ ∈ [0, 1) satisfying

‖T nx− T ny‖2 ≤ (1 + γn)‖x − y‖2 + κ‖(I − T n)x − (I − T n)y‖2 (1.4)

for all x, y ∈ C and all integers n ≥ 1, where γn ≥ 0 for all n and such that

γn → 0 as n → ∞; see also [10] or [21]. Note that if κ = 0, then T is an

asymptotically nonexpansive mapping with kn :=
√

1 + γn , a concept introduced

by Geobel and Kirk [4] in 1972. That is, T is asymptotically nonexpansive if

there exists a sequence {kn} ⊂ [1,∞) with kn → 1 and such that

‖T nx− T ny‖ ≤ kn‖x − y‖ (1.5)

for all x, y ∈ C and all integers n ≥ 1. Notice also that taking both γn = 0 and

T n = T in (1.4) for all n ≥ 1 reduces to (1.3).
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Our iteration method to find a fixed point of an asymptotically κ-strict

pseudo-contraction T is the modified Mann’s iteration method studied in [26,

27, 31, 11] which generates a sequence {xn} by

xn+1 = αnxn + (1 − αn)T
nxn, n ≥ 0, (1.6)

where the initial guess x0 ∈ C is arbitrary and the sequence {αn}∞n=0 lies in the

interval [0, 1].

It is known that Mann’s iteration method (1.1) is in general not strongly

convergent [3] for either nonexpansive mappings or strict pseudo-contractions.

Similarly, the modified Mann’s iteration method (1.6) is in general not strongly

convergent for either asymptotically nonexpansive mappings or asymptotically

strict pseudo-contractions. So to get strong convergence, one has to modify the

iteration method (1.6). In 2003, such an attempt has firstly been proposed by

Nakajo and Takahashi [18] for a single nonexpansive mapping T in Hilbert spaces,

namely, the fact that if the (n + 1)th iterate xn+1 is defined as the projection of

the initial guess x0 onto the intersection of two closed convex subsets Cn and Qn

which are appropriately constructed from the n-th iterate xn , such constructed

sequence {xn} is strongly convergent.

It is also known that if T is a nonexpansive mapping with a fixed point and

if the control sequence {αn}∞n=0 is chosen so that
∑∞

n=0 αn(1 − αn) = ∞, then

the sequence {xn} generated by Mann’s algorithm (1.1) converges weakly to a

fixed point of T . (This is indeed true in a uniformly convex Banach space with a

Frechet differentiable norm; see [23]). This result has recently been extended to

the class of κ-strict pseudo-contractions T by Marino and Xu [16] as follows.

Theorem MX (see Theorem 4.1 of [16]). Let C be a closed convex subset

of a Hilbert space H . Let T : C → C be a κ-strict pseudo-contraction for some
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0 ≤ κ < 1 and assume that the fixed point set F (T ) of T is nonempty. Let

{xn}∞n=0 be the sequence generated by the following (CQ) algorithm:





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1 − αn)Txn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + (1 − αn)(κ − αn)‖xn − Txn‖2},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0.

(1.7)

Assume that the control sequence {αn}∞n=0 is chosen so that αn < 1 for all n.

Then {xn} converges strongly to PF (T )x0 , where PK denotes the nearest point

projection (or metric projection) from H onto a closed convex subset K of H .

Very recently, Theorem MX was carried over the wider class of asymptotically

strict pseudo-contractions as follows.

Theorem KX (see Theorem 4.1 of [10]). Let C be a closed convex subset

of a Hilbert space H and let T : C → C be an asymptotically κ-strict pseudo-

contraction for some 0 ≤ κ < 1. Assume that the fixed point set F (T ) of T is

nonempty and bounded. Let {xn}∞n=0 be the sequence generated by the following

(CQ) algorithm:





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1 − αn)T nxn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + (1 − αn)(κ − αn)‖xn − T nxn‖2 + θn},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0,

(1.8)
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where

θn = 42
n(1 − αn)γn → 0 as n → ∞, 4n = sup{‖xn − z‖2 : z ∈ F (T )} < ∞.

Assume that the control sequence {αn}∞n=0 is chosen so that lim supn→∞ αn < 1.

Then {xn} converges strongly to PF (T )x0 .

In this paper, we first consider the following modified Ishikawa type iteration

method (1.2) for two asymptotically κ1 , κ2 -strict pseudo-contractions T1 and

T2 , respectively:





x0 ∈ C chosen arbitrarily,

zn = βnxn + (1 − βn)T
n
1 xn,

yn = αnxn + (1 − αn)T n
2 zn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + (1 − αn)θn

+(1 − αn)(1 + γn)(1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2

+(1 − αn)[κ2‖zn − T n
2 zn‖2 − αn‖xn − T n

2 zn‖2]},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0,

(1.9)

where

θn = γn[1 + (1 − βn)(1 + γn)] · sup{‖xn − z‖2 : z ∈ F} → 0

as n → ∞ and {αn}∞n=0 and {βn}∞n=0 are sequences in [0, 1], and next prove

the strong convergence of the sequence {xn} to a common fixed point of T1

and T2 under some suitable conditions of parameters and mappings. Also, some

corrections and modifications of typing errors in [10] are done, and applications

are added.
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2 Preliminaries

Let H be a real Hilbert space with the duality product 〈·, ·〉. When {xn} is a

sequence in H , we denote the strong convergence of {xn} to x ∈ H by xn → x

and the weak convergence by xn ⇀ x. We also denote the weak ω -limit set of

{xn} by

ωw(xn) = {x : ∃xnj ⇀ x}.

We now need some facts and tools in a real Hilbert space H which are listed

as lemmas below (see [17] for necessary proofs of Lemmas 2.2 and 2.4).

Lemma 2.1. Let H be a real Hilbert space. There hold the following iden-

tities (which will be used in the various places in the proofs of the results of this

paper).

(i) ‖x − y‖2 = ‖x‖2 − ‖y‖2 − 2〈x − y, y〉 ∀x, y ∈ H.

(ii) ‖tx+(1−t)y‖2 = t‖x‖2+(1−t)‖y‖2−t(1−t)‖x−y‖2 ∀t ∈ [0, 1], ∀x, y ∈ H .

(iii) If {xn} is a sequence in H weakly convergent to z , then

lim sup
n→∞

‖xn − y‖2 = lim sup
n→∞

‖xn − z‖2 + ‖z − y‖2 ∀y ∈ H.

Lemma 2.2. Let H be a real Hilbert space. Given a closed convex subset

C ⊂ H and points x, y, z ∈ H . Given also a real number a ∈ R. The set

{
v ∈ C : ‖y − v‖2 ≤ ‖x − v‖2 + 〈z, v〉 + a

}

is convex (and closed).

Recall that given a closed convex subset K of a real Hilbert space H , the

nearest point projection PK from H onto K assigns to each x ∈ H its nearest
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point denoted PKx in K from x to K ; that is, PKx is the unique point in K

with the property

‖x − PKx‖ ≤ ‖x − y‖ for all y ∈ K.

Lemma 2.3. Let K be a closed convex subset of real Hilbert space H . Given

x ∈ H and z ∈ K . Then z = PKx if and only if there holds the relation:

〈x − z, y − z〉 ≤ 0 for all y ∈ K.

Lemma 2.4 Let K be a closed convex subset of H . Let {xn} be a sequence

in H and u ∈ H . Let q = PKu. If {xn} is such that ωw(xn) ⊂ K and satisfies

the condition

‖xn − u‖ ≤ ‖u− q‖ for all n. (2.1)

Then xn → q .

We also need the following lemma (see [30]).

Lemma 2.5 Assume {an} is a sequence of nonnegative real numbers satis-

fying the property

an+1 ≤ (1 + γn)an, n ≥ 0,

where {γn} is a sequence of nonnegative real numbers such that
∑∞

n=1 γn < ∞.

Then limn→∞ an exists.

We need the following useful properties of asymptotically strict pseudo-

contractions which was proven in Kim and Xu [10].
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Proposition 2.6 ([10]). Assume C is a closed convex subset of a Hilbert

space H and let T : C → C be an asymptotically κ-strict pseudo-contraction.

(i) For each n ≥ 1, T n satisfies the Lipschitz condition:

‖T nx − T ny‖ ≤ Ln(T )‖x− y‖ ∀x, y ∈ C, (2.2)

where Ln(T ) =
κ+
√

1+γn(1−κ)

1−κ
.

(ii) The demiclosedness principle holds for I−T in the sense that if {xn} is a se-

quence in C such that xn ⇀ x̃ and lim supm→∞ lim supn→∞ ‖xn−T mxn‖ = 0,

then (I − T )x = 0. In particular,

xn ⇀ x and (I − T )xn → 0 ⇒ (I − T )x = 0.

(iii) The fixed point set F (T ) of T is closed and convex so that the projection

PF (T ) is well-defined.

3 Strong convergence

In an infinite-dimensional Hilbert space, both Mann’s iteration method (1.1)

and Ishikawa’s iteration method (1.2) has only weak convergence, in general,

even for nonexpansive mappings (see the example in [3]). Hence attempts have

recently been made to modify (1.1) and (1.2) in order to get strong conver-

gence; see such modifications in [18, 8, 9, 17, 33]) for nonexpansive mappings, in

[9] for asymptotically nonexpansive mappings, and in [16, 13] for strict pseudo-

contractions. In this section we prove strong convergence of a modification of the

modified Ishikawa’s iteration method (1.2) for two asymptotically strict pseudo-

contractions, thus extending the corresponding result in [9] for asymptotically
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nonexpansive mappings. (Some related modifications for maximal operators can

be found in [29, 7, 15].)

Theorem 3.1. Let C be a closed convex subset of a Hilbert space H and, for

each i ∈ {1, 2}, let Ti : C → C be an asymptotically κi -strict pseudo-contraction

for some 0 ≤ κi < 1. Assume that the common fixed point set F := F (T1)∩F (T2)

of T1 and T2 is nonempty and bounded, and also that {αn}∞n=0 and {βn}∞n=0 are

sequences in [0, 1]. Let {xn}∞n=0 be the sequence generated by the following (CQ)

algorithm:




x0 ∈ C chosen arbitrarily,

zn = βnxn + (1 − βn)T
n
1 xn,

yn = αnxn + (1 − αn)T n
2 zn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + (1 − αn)θn

+(1 − αn)(1 + γn)(1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2

+(1 − αn)[κ2‖zn − T n
2 zn‖2 − αn‖xn − T n

2 zn‖2]},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0,

(3.1)

where

θn = γn[1 + (1 − βn)(1 + γn)] · sup{‖xn − z‖2 : z ∈ F} → 0

as n → ∞. Assume that the following conditions are satisfied:

(i) αn < 1 for all n ≥ 1 and limn→∞ βn = 1;

(ii) there exists a positive real number L such that, for all distinct x, y ∈ C

‖T1x − T2y‖ ≤ L‖x− y‖. (3.2)

Then {xn} converges strongly to PF x0 .
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Proof. First observe that Cn is convex by Lemma 2.2. Next we show that F ⊂ Cn

for all n. Indeed, we have, for all p ∈ F and n,

‖yn − p‖2 = ‖αn(xn − p) + (1 − αn)(T
n
2 zn − p)‖2

= αn‖xn − p‖2 + (1 − αn)‖T n
2 zn − p‖2 − αn(1 − αn)‖xn − T n

2 zn‖2

≤ αn‖xn − p‖2 + (1 − αn)[(1 + γn)‖zn − p‖2 + κ2‖zn − T n
2 zn‖2]

−αn(1 − αn)‖xn − T n
2 zn‖2 (3.3)

and

‖zn − p‖2 = ‖βn(xn − p) + (1 − βn)(T
n
1 xn − p)‖2

= βn‖xn − p‖2 + (1 − βn)‖T n
1 xn − p‖2 − βn(1 − βn)‖xn − T n

1 xn‖2

≤ βn‖xn − p‖2 + (1 − βn)[(1 + γn)‖xn − p‖2 + κ1‖xn − T n
1 xn‖2]

−βn(1 − βn)‖xn − T n
1 xn‖2

= [1 + (1 − βn)γn]‖xn − p‖2 + (1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2. (3.4)

Now substituting (3.4) into (3.3) yields

‖yn − p‖2 ≤ αn‖xn − p‖2 + (1 − αn)
[
(1 + γn)

([1 + (1 − βn)γn]‖xn − p‖2 + (1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2)

+κ2‖zn − T n
2 zn‖2

]
− αn(1 − αn)‖xn − T n

2 zn‖2

= ‖xn − p‖2 + (1 − αn)γn

[
1 + (1 − βn)(1 + γn)

]
‖xn − p‖2

+(1 − αn)(1 + γn)(1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2

+(1 − αn)[κ2‖zn − T n
2 zn‖2 − αn‖xn − T n

2 zn‖2]

≤ ‖xn − p‖2 + (1 − αn)θn

+(1 − αn)(1 + γn)(1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2

+(1 − αn)[κ2‖zn − T n
2 zn‖2 − αn‖xn − T n

2 zn‖2]
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and hence p ∈ Cn , which shows F ⊂ Cn for each n ≥ 0.

Next we show that

F ⊂ Qn for all n ≥ 0. (3.5)

We prove this by induction. For n = 0, we have F ⊂ C = Q0 . Assume that

F ⊂ Qn . Since xn+1 is the projection of x0 onto Cn ∩ Qn , by Lemma 2.3 we

have

〈xn+1 − z, x0 − xn+1〉 ≥ 0 ∀z ∈ Cn ∩ Qn.

As F ⊂ Cn ∩ Qn by the induction assumption, the last inequality holds, in

particular, for all z ∈ F . This together with the definition of Qn+1 implies that

F ⊂ Qn+1 . Hence (3.5) holds for all n ≥ 0.

Notice that the definition of Qn actually implies xn = PQnx0 . This together

with that fact F ⊂ Qn further implies

‖xn − x0‖ ≤ ‖p − x0‖ for all p ∈ F .

In particular, {xn} is bounded and

‖xn − x0‖ ≤ ‖q − x0‖, where q = PF x0 . (3.6)

The fact xn+1 ∈ Qn asserts that 〈xn+1 −xn, xn −x0〉 ≥ 0. This together with

Lemma 2.1 (i) implies

‖xn+1 − xn‖2 = ‖(xn+1 − x0) − (xn − x0)‖2

= ‖xn+1 − x0‖2 − ‖xn − x0‖2 − 2〈xn+1 − xn, xn − x0〉

≤ ‖xn+1 − x0‖2 − ‖xn − x0‖2. (3.7)

This implies that the sequence {‖xn−x0‖} is increasing. Since it is also bounded,

we get that limn→∞ ‖xn − x0‖ exists. Note that since {xn} is bounded, so are

11



{T n
i xn}, {zn}, and {T n

i zn}, i = 1, 2. Now it turns out from (3.7) that

‖xn+1 − xn‖ → 0. (3.8)

Since zn = βnxn + (1 − βn)T
n
1 xn and βn → 1, we see that

‖xn − zn‖ = (1 − βn)‖T n
1 xn − xn‖ → 0. (3.9)

Since T2 is uniformly Lipschitzian, it easily follows from (3.8) and (3.9) that

‖T n+1
2 xn − T n+1

2 xn+1‖ → 0 and ‖T n
2 xn − T n

2 zn‖ → 0. (3.10)

By the fact xn+1 ∈ Cn we get

‖yn − xn+1‖2 ≤ ‖xn − xn+1‖2 + (1 − αn)θn

+(1 − αn)(1 + γn)(1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2

+(1 − αn)[κ2‖zn − T n
2 zn‖2 − αn‖xn − T n

2 zn‖2]. (3.11)

On the other hand, since yn = αnxn +(1−αn)T n
2 zn , we have, using (ii) of Lemma

2.1

‖yn − xn+1‖2 = ‖αn(xn − xn+1) + (1 − αn)(T
n
2 zn − xn+1)‖2

= αn‖xn − xn+1‖2 + (1 − αn)‖T n
2 zn − xn+1‖2

−αn(1 − αn)‖xn − T n
2 zn‖2.

Substituting this equality into (3.11) and dividing by (1−αn) (note that αn < 1

for all n ≥ 1), we get

‖xn+1 − T n
2 zn‖2 ≤ ‖xn+1 − xn‖2 + θn + κ2‖zn − T n

2 zn‖2

+(1 + γn)(1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2. (3.12)

12



Also, since

‖xn+1 − T n
2 zn‖2 = ‖xn+1 − xn‖2 + ‖xn − T n

2 zn‖2 − 2〈xn − xn+1, xn − T n
2 zn〉

= ‖xn+1 − xn‖2 + ‖xn − T n
2 xn‖2 + ‖T n

2 xn − T n
2 zn‖2

−2(〈T n
2 xn − xn, T

n
2 xn − T n

2 zn〉 + 〈xn − xn+1, xn − T n
2 zn〉)

and

‖zn − T n
2 zn‖2 = ‖zn − xn‖2 + ‖xn − T n

2 xn‖2 + ‖T n
2 xn − T n

2 zn‖2

+2(〈zn − xn, xn − T n
2 zn〉 + 〈xn − T n

2 xn, T
n
2 xn − T n

2 zn〉)

by the parallelogram law, substituting these two equalities into (3.12) again and

doing the simple calculation yield that

(1 − κ2)‖xn − T n
2 xn‖2 ≤ (1 − κ2)(‖xn − T n

2 xn‖2 + ‖T n
2 xn − T n

2 zn‖2)

≤ κ2‖xn − zn‖2 + 2κ2

(
‖zn − xn‖ ‖xn − T n

2 zn‖ + ‖xn − T n
2 xn‖ ‖T n

2 xn − T n
2 zn‖

)

+θn + (1 + γn)(1 − βn)(κ1 − βn)‖xn − T n
1 xn‖2

+2
(
‖T n

2 xn − xn‖ ‖T n
2 xn − T n

2 zn‖ + ‖xn − xn+1‖ ‖xn − T n
2 zn‖

)
.

Using (3.8)-(3.10), βn → 1 and θn → 0, we get

lim
n→∞

‖xn − T n
2 xn‖ = 0. (3.13)

Since

‖xn − T2xn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − T n+1
2 xn+1‖

+‖T n+1
2 xn+1 − T n+1

2 xn‖ + ‖T n+1
2 xn − T2xn‖

≤ (1 + Ln+1(T2))‖xn − xn+1‖ + ‖xn+1 − T n+1
2 xn+1‖

+L1(T2)‖T n
2 xn − xn‖,

13



Using (3.8) and (3.10), this gives

‖xn − T2xn‖ → 0. (3.14)

By the condition (ii) and (3.9), we have

‖xn − T1xn‖ ≤ ‖xn − T2xn‖ + ‖T2xn − T2zn‖ + ‖T2zn − T1xn‖

≤ ‖xn − T2zn‖ + [L1(T ) + L]‖zn − xn‖ → 0. (3.15)

Proposition 2.6(ii), (3.14) and (3.15) then guarantee that every weak limit

point of {xn} is a common fixed point of T1 and T2 . That is,

ωw(xn) ⊂ F = F (T1) ∩ F (T2)).

This fact, the inequality (3.6) and Lemma 2.4 ensure the strong convergence of

{xn} to q = PF x0 .

4 Applications

Taking T1 = T2 := T in Theorem 3.1, we immediately obtain the strong con-

vergence of the following modified Ishikawa’s iteration process for asymptotically

κ-strict pseudo-contraction.

Theorem 4.1. Let C be a closed convex subset of a Hilbert space H and let

T : C → C be an asymptotically κ-strict pseudo-contraction for some 0 ≤ κ < 1.

Assume that the fixed point set F (T ) of T is nonempty and bounded, and also

that {αn}∞n=0 and {βn}∞n=0 are sequences in [0, 1] such that αn < 1 for all n ≥ 1

and limn→∞ βn = 1. Let {xn}∞n=0 be the sequence generated by the following

14



(CQ) algorithm:





x0 ∈ C chosen arbitrarily,

zn = βnxn + (1 − βn)T
nxn,

yn = αnxn + (1 − αn)T nzn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + (1 − αn)θn

+(1 − αn)(1 + γn)(1 − βn)(κ − βn)‖xn − T nxn‖2

+(1 − αn)[κ‖zn − T nzn‖2 − αn‖xn − T nzn‖2]},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0,

(4.1)

where

θn = γn[1 + (1 − βn)(1 + γn)] · sup{‖xn − z‖2 : z ∈ F (T )} → 0

as n → ∞. Then {xn} converges strongly to PF x0 .

Especially, taking βn = 1 in the modified Ishikawa’s iteration algorithm (4.1)

reduces to the following modified Mann’s iteration algorithm (4.3), which was

originally due to Kim and Xu [10].

Corollary 4.2 ([10]). Let C be a closed convex subset of a Hilbert space H

and let T : C → C be an asymptotically κ-strict pseudo-contraction for some

0 ≤ κ < 1. Assume that the fixed point set F (T ) of T is nonempty and bounded.
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Let {xn}∞n=0 be the sequence generated by the following (CQ) algorithm:





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1 − αn)T nxn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + (1 − αn)θn

+(κ − αn)(1 − αn)‖xn − T nxn‖2},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0,

(4.2)

where {αn}∞n=0 is a sequence in [0, 1) and

θn = γn · sup{‖xn − z‖2 : z ∈ F (T )} → 0

as n → ∞. Then {xn} converges strongly to PF (T )x0 .

Remark 4.1. Note that there are some typing errors in the statement of Theorem

4.1 in [10], which must be modified as the above Corollary 4.2.

Also, taking γn = 1 and T n = T in the modified Ishikawa’s iteration algorithm

(4.1) the result reduces to the corresponding one due to Marino and Xu [16] for

strict pseudo-contractions; see Theorem MX.

Corollary 4.3 ([16]). Let C be a closed convex subset of a Hilbert space H

and let T : C → C be a κ-strict pseudo-contraction for some 0 ≤ κ < 1. Assume

that the fixed point set F (T ) of T is nonempty. Let {xn}∞n=0 be the sequence
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generated by the following (CQ) algorithm:





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1 − αn)Txn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + (1 − αn)(κ − αn)‖xn − Txn‖2},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0,

(4.3)

where {αn}∞n=0 is chosen such that 0 ≤ αn < 1. Then {xn} converges strongly

to PF (T )x0 .

Since asymptotically nonexpansive mappings are asymptotically 0-strict pseudo-

contractions, we have the following consequence which was originally studied in

Kim and Xu [9].

Corollary 4.4 ([9]). Let C be a closed convex subset of a Hilbert space H

and let T : C → C be an asymptotically nonexpansive mapping. Assume that

the fixed point set F (T ) of T is nonempty and bounded, and that {αn}∞n=0 is a

sequence in [0, 1). Let {xn}∞n=0 be the sequence generated by the following (CQ)

algorithm





x0 ∈ C chosen arbitrarily,

yn = αnxn + (1 − αn)Txn,

Cn = {z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 − αn(1 − αn)‖xn − T nxn‖2 + (1 − αn)θn},

Qn = {z ∈ C : 〈xn − z, x0 − xn〉 ≥ 0},

xn+1 = PCn∩Qnx0,

where

θn = (k2
n − 1) · sup{‖xn − z‖2 : z ∈ F (T )} → 0

17



as n → ∞. Then {xn}∞n=0 strongly converges to PFix(T )x0 .

Remark 4.2. Note that Theorem 2.2 in [9] can be modified as the above Corollary

4.4.
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