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1 Introduction

A lot of extensions of the average mean (AM) and the geometric mean (GM),

which are the basic functions among the aggregation operators, have been devel-

oped. For example, Yager [29] proposed the ordered weighted averaging (OWA)

operator to reordering the arguments before being aggregated, motivated by

which, some authors [7, 24] investigated the ordered weighted geometric (OWA)

operator. For the case that the given arguments is a continuous interval valued

rather than a finite set of arguments, Yager [31] developed a continuous ordered

weighted averaging (C-OWA) operator, and Yager and Xu [34] further developed

the continuous ordered weighted geometric (C-OWA) operator. For the linguis-

tic information, some aggregation operators were also developed based on the

AM and the GM, such as the linguistic weighted averaging (LWA) operator [20],

the linguistic ordered weighted averaging (LOWA) operator [18], the linguistic

weighted geometric averaging (LWGA) operator [19] and the linguistic ordered

weighted geometric averaging (LOWGA) operator [19].

It is noted that the above aggregation operators consider the aggregation

arguments independent. However, the aggregated arguments are correlative, es-

pecially in multi-criteria decision making. To overcome this limitation, many

aggregation operators have been developed to investigate the correlation among

the arguments, Yager [30] introduced the power average (PA) to provide an ag-

gregation operator which allows arguments values to support each other in the

aggregation process, based on which, Xu and Yager [27] developed the power

geometric (PG) operator and its weighted form, developed the power ordered

geometric (POG) operator and the power ordered weighted geometric (POWG)

operator, and studied some of their properties. Xu [23] extended the PA and

applied it to aggregate intuitionistic fuzzy information. Motivated by the Cho-

quet integral [8], Yager [32] introduced the idea of order induced aggregation to

the Choquet aggregation operator and defined the induced Choquet ordered av-

eraging operator. Xu [22], Tan and Chen [15] developed some intuitionistic fuzzy

correlated operators based on Choquet integral.
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The Bonferroni mean (BM) originally introduced by Bonferroni [3] and then

generalized by Yager [33]. The desirable characteristic of the BM is its capa-

bility to capture the interrelationship between input arguments. Xu and Yager

[28] further applied the Bonferroni mean to intuitionistic fuzzy environment and

introduced the intuitionistic fuzzy Bonferroni mean (IFBM). Xia et al. [16] pro-

posed generalized intuitionistic fuzzy Bonferroni mean. Zhou and He [35] devel-

oped some geometric Bonferroni means. Xia et al. [17] developed the geometric

Bonferroni mean (GBM) based on the BM and GM and extends it to aggre-

gate the intuitionistic fuzzy information introducing the intuitionistic fuzzy ge-

ometric Bonferroni means (IFGBM) and weighted intuitionistic fuzzy geometric

Bonferroni means (WIFGBM), and proposed a method for multi-criteria deci-

sion making. However, the classical GBM and even the extended GBMs can

not reflect the interrelationship between the individual criterion and other crite-

ria. To deal with this issue, in this thesis, we developed the optimized weighted

geometric Bonferroni mean (OWGBM) and the generalized optimized weighted

geometric Bonferroni mean (GOWGBM), whose characteristics are to reflect the

preference and interrelationship of the aggregated arguments. Furthermore, we

developed the intuitionistic fuzzy optimized weighted geometric Bonferroni mean

(IFOWGBM) and generalized intuitionistic fuzzy optimized weighted geometric

Bonferroni mean (GIFOWGBM), and study their desirable properties such as

idempotency, commutativity, monotonicity and boundedness.

The remainder of this thesis is organized as follows. In Chapter 2 we pro-

pose two GBMs inducing the OWGBM and GOWGBM. Chapter 3 extends the

OWGBM and GOWGBM to aggregate the intuitionistic fuzzy information in-

troducing the IFOWGBM and GIFOWGBM, whose properties and special cases

are also studied. In Chapter 4 we develop an approach for multi-criteria deci-

sion making, and give a example to demonstrate the advantage of the presented

approach. Chapter 5 ends this paper with some concluding remarks.
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2 Geometric Bonferroni means

The Bonferroni mean operator was initially proposed by Bonferroni [3] and was

also investigated intensively by Yager [33]:

Definition 2.1 Let p, q ≥ 0 and ai (i = 1, 2, . . . , n) be a collection of nonnegative

numbers. If

Bp,q(a1, a2, . . . , an) =

 1

n(n− 1)

n∑
i,j=1
i6=j

api a
q
j


1

p+q

, (1)

then Bp,q is called the Bonferroni mean (BM).

Based on the usual geometric mean (GM) and the BM, Xia et al. [17] intro-

duced the geometric Bonferroni mean such as:

Definition 2.2 Let p, q > 0 and ai (i = 1, 2, . . . , n) be a collection of nonnegative

numbers. If

GBp,q(a1, a2, . . . , an) =
1

p+ q

n∏
i,j=1
i 6=j

(pai + qaj)
1

n(n−1) , (2)

then GBp,q is called the geometric Bonferroni mean (GBM).

Obiously, the GBM has the following properties:

(1) GBp,q(0, 0, . . . , 0) = 0.

(2) GBp,q(a, a, . . . , a) = 0, if ai = a for all i.

(3) GBp,q(a1, a2, . . . , an) ≥ GBp,q(d1, d2, . . . , dn), i.e, GBp,q is monotonic,

if ai ≥ di for all i.

(4) mini{ai} ≤ GBp,q(a1, a2, . . . , an) = 0 ≤ maxi{ai}.

Furthermore, if q = 0, then Eq. (2) reduces to the geometric mean:

GBp,0(a1, a2, . . . , an) =
1

p

n∏
i,j=1
i 6=j

(pai)
1

n(n−1) =
n∏
i=1

(ai)
1
n . (3)

3



Definition 2.3 Let p, q, r > 0 and ai (i = 1, 2, . . . , n) be a collection of nonneg-

ative numbers. If

GGBp,q,r(a1, a2, . . . , an) =
1

p+ q + r

n∏
i,j,k=1
i 6=j 6=k

(pai + qaj + rak)
1

n(n−1)(n−2) , (4)

then GGBp,q,r is called the generalized geometric Bonferroni mean (GGBM).

The GBM and GGBM just consider the whole correlationship between the cri-

terion ai and all criterion and cannot reflect the interrelationship between the indi-

vidual criterion ai and other criteria aj which is the main advantage of the GBM.

To deal with these issues, in the following, we propose the optimized weighted

versions of GBM and its generalized form, that is, the optimized weighted GBM

(OWGBM) and the generalized optimized weighted GBM (GOWGBM). Based

on the GBM, we define the following.

Definition 2.4 Let p, q > 0 and ai (i = 1, 2, . . . , n) be a collection of nonnegative

numbers. w = (w1, w2, . . . , wn)T be the weight vector ai (i = 1, 2, . . . , n), where

wi indicates the importance degree of ai, satisfying wi > 0 and
∑n
i=1wi = 1.

If

OWGBp,q(a1, a2, . . . , an) =
1

p+ q

n∏
i,j=1
i 6=j

(
pawi

i + qa
wj

1−wi
j

)
, (5)

then OWGBp,q is called the optimized weighted geometric Bonferroni mean

(OWGBM).

Definition 2.5 Let p, q, r > 0 and ai (i = 1, 2, . . . , n) be a collection of nonneg-

ative numbers. w = (w1, w2, . . . , wn)T be the weight vector ai (i = 1, 2, . . . , n),

where wi indicates the importance degree of ai, satisfying wi > 0 and
∑n
i=1wi = 1.

If

GOWGBp,q,r(a1, a2, . . . , an) =
1

p+ q + r

n∏
i,j,k=1
i 6=j 6=k

(
pawi

i + qa
wj

1−wi
j + ra

wk
1−wi−wj

k

)
, (6)

then GOWGBp,q,r is called the generalized optimized weighted geometric Bonfer-

roni mean (GOWGBM).
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Furthermore, we can transform the OWGBM and GOWGBM into the inter-

relationship between the OWGBM and GOWGBM forms as follows:

OWGBp,q(a1, a2, . . . , an) =
1

p+ q

 n∏
i=1

pawi
i +

n∏
j=1
j 6=i

qa
wj

1−wi
j

 , (7)

GOWGBp,q,r(a1, a2, . . . , an)

=
1

p+ q + r

 n∏
i=1

pawi
i +

n∏
j=1
j 6=i

qa
wj

1−wi
j +

n∏
k=1

k 6=i6=j

ra

wk
1−wi−wj

k

 . (8)

According to Eqs. (7) and (8), we see that the terms
∏n

j=1
j 6=i

qa
wj

1−wi
j and

∏n
j,k=1
k 6=j 6=i(

qa
wj

1−wi
j + ra

wk
1−wi−wj

j

)
, respectively, is the weighted power geometric satisfaction

of all criteria except ai, which represents the interrelationship between the in-

dividual criterion ai and other criteria aj (j 6= i), and
∑n

j=1
j 6=i

wj

1−wi
= 1 and∑n

k=1
k 6=j 6=i

wk

1−wi−wj
= 1. If we, respectively, denote the above terms as qui and

qui + rvi, then

OWGBp,q(a1, a2, . . . , an) =
1

p+ q

n∏
i=1

(pawi
i + qui), (9)

GOWGBp,q,r(a1, a2, . . . , an) =
1

p+ q + r

n∏
i=1

(pawi
i + qui + rvi). (10)
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3 Intuitionistic fuzzy GBMs based on OWGBM and GOWGBM

The Intuitionistic fuzzy sets (IFS) [1, 2] A = {〈x, µA(x), νA(x)〉|x ∈ X} on the

set X with the condition that µA(x), νA(x) ≥ 0 and 0 ≤ µA(x) + νA(x) ≤ 1 is

a useful tool to express the fuzziness and uncertainty, because that it contains

three parts: the membership function µA(x), the non-membership function νA(x)

and the hesitant function πA(x) = 1 − µA(x) − νA(x), which can reflect the de-

cision makers’ preference more objectively. It is noted that the hesitant function

πA(x) is determined by the membership function µA(x) and the non-membership

function νA(x), therefore, we only consider µA(x) and νA(x) in this paper. If

the aggregation information in OWGBM and GOWGBM are replaced by intu-

itionistic fuzzy numbers (IFNs), which is the basic element of IFS and denoted

by α = (µα, να), where µα, να ≥ 0, µα + να ≤ 1, then we introduce two new

aggregation operators in this section. Before doing this, we first introduce some

basic operational laws for IFNs.:

Definition 3.1 Let αi = (µai , νai) (i = 1, 2) and α = (µa, νa) be three IFNs,

then we have

(1) α1 ⊕ α2 = (µa1 + µa2 − µa1µa2 , νa1νa2).
(2) α1 ⊗ α2 = (µa1µa2 , νa1 + νa2 − νa1νa2).
(3) λα = (1− (1− µa)λ, νλa ), λ > 0.

(4) αλ = (µλa, 1− (1− νa)λ), λ > 0.

Moreover, the relations of these operational laws are given as:

(5) α1 ⊕ α2 = α2 ⊕ α1.

(6) α1 ⊗ α2 = α2 ⊗ α1.

(7) λ(α1 ⊕ α2) = λα1 ⊕ λα2.

(8) (α1 ⊗ α2)
λ = αλ1 ⊗ αλ2 .

(9) λ1α⊕ λ2α = (λ1 + λ2)α.

(10) αλ1 ⊗ αλ2 = αλ1+λ2 .

To Rank any two IFNs αi = (µαi
, ναi

) (i = 1, 2), Xu and Yager [26] gave a

straightforward method:
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Definition 3.2 Let sαi
= µαi

− ναi
(i = 1, 2) be the scores of αi (i = 1, 2)

respectively, and hαi
= µαi

+ναi
(i = 1, 2) be the accuracy degrees of αi (i = 1, 2)

respectively, then

• If sα1 > sα2 , then α1 is larger than α2, denoted by α1 > α2;

• If sα1 = sα2 , then

1) if hα1 = hα2 , then α1 and α2 represent the same information, i.e.,

µα1 = µα2 and να1 = να2 , denoted by α1 = α2;

2) if hα1 < hα2 , then α1 is smaller than α2, denoted by α1 < α2.

To aggregate the intuitionistic fuzzy correlated information, based on the

OWGBM and GOWGBM, respectively, we develop two intuitionistic fuzzy GBM

operators:

Definition 3.3 Let αi = (µαi
, ναi

) (i = 1, 2, . . . , n) be a collection of IFNs and

w = (w1, w2, . . . , wn)T be the weight vector αi (i = 1, 2 . . . , n), where wi indicates

the importance degree of αi, satisfying wi > 0 and
∑n
i=1wi = 1.

For p, q > 0, if

IFOWGBp,q(α1, α2, . . . , αn) =
1

p+ q
⊗ni,j=1

i 6=j

(
pαwi

i ⊕ qα
wj

1−wi
j

)
, (11)

then IFOWGBp,q is called the intuitionistic fuzzy optimized weighted geometric

Bonferroni mean (IFOWGBM).

Based on the operational laws of IFNs in Definition 3.1, we can derive the

following theorem:

Theorem 3.4 Let p, q > 0, αi = (µai , νai) (i = 1, 2, . . . , n) be a collection of

IFNs and w = (w1, w2, . . . , wn)T be the weight vector αi (i = 1, 2, . . . , n) such

that wi > 0 and
∑n
i=1wi = 1. Then the aggregated value by using the IFOWGBM

is also an IFN, and

IFOWGBp,q(α1, α2, . . . , αn)
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=

1−

1−
n∏

i,j=1
i 6=j

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q

)
1

p+q

,

1−
n∏

i,j=1
i 6=j

(
1− (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

)
1

p+q

 .
(12)

Proof By the operational laws (1), (3) and (4) described in Definition 3.1, we

have

pαwi
i =

(
1− (1− µwi

ai
)p, (1− (1− ναi

)wi)p
)
,

qα
wj

1−wi
j =

(
1− (1− µ

wj
1−wi
αj )q, (1− (1− ναj

)
wj

1−wi )q
)

(13)

and then

pαwi
i ⊕ qα

wj
1−wi
j

=

(
1− (1− µwi

ai
)p + 1− (1− µ

wj
1−wi
aj )q − (1− (1− µwi

ai
)p)(1− (1− µ

wj
1−wi
aj )q),

(1− (1− ναi
)wi)p(1− (1− ναj

)
wj

1−wi )q
)

=

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q, (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

)
.

(14)

Let βij = (µβij , νβij)

= pαwi
i ⊕ qα

wj
1−wi
j

=
(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q, (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

)
,

then

IFOWGBp,q(α1, α2, . . . , αn) =
1

p+ q
⊗ni,j=1

i 6=j

(
pαwi

i ⊕ qα
wj

1−wi
j

)

=
1

p+ q
⊗ni,j=1

i 6=j
βij. (15)
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Since

⊗ni,j=1
i 6=j

βij =

 n∏
i,j=1
i 6=j

µβij , 1−
n∏

i,j=1
i 6=j

(1− νβij)

 , (16)

which has been proven in [26], then we replace βij, µβij and νβij by pαwi
i ⊕qα

wj
1−wi
j ,

1− (1− µwi
ai

)p(1− µ
wj

1−wi
aj )q and (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q in Eq. (16),

respectively:

⊗ni,j=1
i 6=j

βij =

 n∏
i,j=1
i 6=j

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q

)
,

1−
n∏

i,j=1
i 6=j

(
1− (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

) (17)

and then by Eq. (17) and the operational law (3), it yields

IFOWGBp,q(α1, α2, . . . , αn)

=
1

p+ q
⊗ni,j=1

i6=j

(
pαwi

i ⊕ qα
wj

1−wi
j

)

=

1−
(

1−
n∏

i,j=1
i 6=j

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q

)) 1
p+q

,

(
1−

n∏
i,j=1
i 6=j

(
1− (1− (1− ναi

)wi)p(1− (1− ναi
)

wj
1−wi )q

)) 1
p+q

 ,
(18)

i.e.,Eq (12) holds. In addition, since

0 ≤ 1−

1−
n∏

i,j=1
i6=j

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q

)
1

p+q

≤ 1 (19)
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and

0 ≤

1−
n∏

i,j=1
i 6=j

(
1− (1− (1− ναi

)wi)p(1− (1− ναi
)

wj
1−wi )q

)
1

p+q

≤ 1, (20)

then we have

1−

1−
n∏

i,j=1
i6=j

(
1− (1− µwi

ai
)p(1− µ

wj
1−wj
aj )q

)
1

p+q

+

1−
n∏

i,j=1
i 6=j

(
1− (1− (1− ναi

)wi)p(1− (1− ναi
)

wj
1−wi )q

)
1

p+q

≤ 1−

1−
n∏

i,j=1
i 6=j

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q

)
1

p+q

+

1−
n∏

i,j=1
i6=j

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q

)
1

p+q

= 1 (21)

which completes the proof of Theorem 1.

In what follows, we investigate some desirable properties of IFOWGBM:

(1) (Idempotency) If all αi (i = 1, 2, . . . , n) are eqaul, i.e, αi = α = (µα, να),

for all i, then

IFOWGBp,q(α1, α2, . . . , αn) = IFOWGBp,q(α, α, . . . , α)

=
1

p+ q
⊗ni,j=1

i6=j
(pαwi ⊕ qα

wj
1−wi )

=
1

p+ q

(
(⊗ni=1

i6=j
(pαwi))⊕ (⊗nj=1

j 6=i
(qα

wj
1−wi ))

)
=

1

p+ q
(pα⊕ qα) = α. (22)
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(2) (Commutativity) Let αi = (µai , νai) (i = 1, 2, . . . , n) be a collection of

IFNs. Then

IFOWGBp,q(α1, α2, . . . , αn) = IFOWGBp,q(α̇1, α̇2, . . . , α̇n), (23)

where (α̇1, α̇2, . . . , α̇n) is any permutation of (α1, α2, . . . , αn).

Proof Since (α̇1, α̇2, . . . , α̇n) is any permutation of (α1, α2, . . . , αn), then

IFOWGBp,q(α1, α2, . . . , αn) =
1

p+ q
⊗ni,j=1

i6=j

(
pαwi

i ⊕ qα
wj

1−wi
j

)

=
1

p+ q
⊗ni,j=1

i 6=j

(
pα̇i

wi ⊕ qα̇j
wj

1−wi

)
= IFOWGBp,q(α̇1, α̇2, . . . , α̇n). (24)

(3) (Monotonicity) Let αi = (µαi
, ναi

) (i = 1, 2, . . . , n) and βi = (µβi , νβi)

(i = 1, 2, . . . , n) be two collections of IFNs. If µαi
≤ µβi and ναi

≥ νβi for all i,

then

IFOWGBp,q(α1, α2, . . . , αn) ≤ IFOWGBp,q(β1, β2, . . . , βn). (25)

Proof Since µαi
≤ µβi and ναi

≥ νβi for all i, then

n∏
i,j=1
i 6=j

(
1− (1− µwi

αi
)p(1− µ

wj
1−wi
αj )q

)
≤

n∏
i,j=1
i6=j

(
1− (1− µwi

βi
)p(1− µ

wj
1−wi
βj

)q
)
, (26)

1−

1−
n∏

i,j=1
i 6=j

(
1− (1− µwi

αi
)p(1− µ

wj
1−wi
αj )q

)
1

p+q

≤ 1−

1−
n∏

i,j=1
i6=j

(
1− (1− µwi

βi
)p(1− µ

wj
1−wi
βj

)q
)

1
p+q

(27)

11



Similarly, we obtain

1−
n∏

i,j=1
i6=j

(
1− (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

)
1

p+q

≥

1−
n∏

i,j=1
i 6=j

(
1− (1− (1− νβi)wi)p(1− (1− νβj)

wj
1−wi )q

)
1

p+q

. (28)

Let α = IFOWGBp,q(α1, α2, . . . , αn) and β = IFOWGBp,q(β1, β2, . . . , βn), and

let sα and sβ be the scores of α and β, repectively. By Eqs. (27) and (28), and

Definition 3.2, we have sα ≤ sβ and thus it clear that Eq. (25) holds.

(4) (Boundedness) Let αi = (µαi
, ναi

) (i = 1, 2, . . . , n) be a collection of

IFNs, and let α− = (mini{µαi
},maxi{ναi

}) and α+ = (maxi{µαi
},mini{ναi

}),
then

α− ≤ IFOWGBp,q(α1, α2, . . . , αn) ≤ α+, (29)

which can be obtained easily by the monotonicity.

If the valued of the parameters p and q change in the IFOWGBM, then some

special cases can bo obtained as follows:

Case 1. If q → 0, then by Eq. (12), we have

IFOWGBp,0(α1, α2, . . . , αn) =
1

p+ q
⊗ni,j=1

i6=j

(
pαwi

i ⊕ qα
wj

1−wi
j

)

=
1

p
⊗ni=1 (pαwi

i )

=

1−
(

1−
n∏
i=1

(
1− (1− µwi

ai
)p
)) 1

p

,

(
1−

n∏
i=1

(1− (1− (1− ναi
)wi)p)

) 1
p


= IFOWGBp,0(α1, α2, . . . , αn) (30)

12



which we call the generalized intuitionistic fuzzy weighted geometric mean

(GIFWGM).

Case 2. If p = 2 and q → 0, then by Eq. (12) is transformed as:

IFOWGB2,0(α1, α2, . . . , αn) =
1

2
⊗ni=1 (2αwi

i )

=

1−
(

1−
n∏
i=1

(
1− (1− µwi

ai
)2
)) 1

2

,

(
1−

n∏
i=1

(
1− (1− (1− ναi

)wi)2
)) 1

2

 (31)

which we call the intuitionistic fuzzy weighted square geometric mean (IFWSGM).

Case 3. If p = 1 and q → 0, then by Eq. (12) reduces to intuitionistic fuzzy

weighted geometric mean (IFWGM) [26]:

IFOWGB1,0(α1, α2, . . . , αn) = ⊗ni=1 (αwi
i )

=

(
n∏
i=1

µwi
ai
,

(
1−

n∏
i=1

(1− ναi
)wi

))
. (32)

Case 4. If p = q = 1, then by Eq. (12) reduces to the following:

IFOWGB1,1(α1, α2, . . . , αn) =
1

2
⊗ni=1

(
αwi
i ⊕ α

wj
1−wi
j

)

=

1−
(

1−
n∏
i=1

(
1− (1− µwi

ai
)(1− µaj

wj
1−wi )

)) 1
2

,

(
1−

n∏
i=1

(
1− (1− (1− ναi

)wi)(1− (1− ναj
)

wj
1−wi )

)) 1
2

 .
(33)

which we call the intuitionistic fuzzy interrelated weighted square geometric mean

(IFIWSGM).

The IFOWGBM operator, however, can only deal with the situation that there

are correlations between any two aggregated arguments, but not the situation

13



that there exist connections among any three aggregated arguments. To solve

this issue, and motivated by Definition 2.5, we define the following:

Definition 3.5 Let αi = (µai , νai) (i = 1, 2, . . . , n) be a collection of IFNs and

w = (w1, w2, . . . , wn)T be the weight vector αi (i = 1, 2 . . . , n), where wi indicates

the importance degree of αi, satisfying wi > 0 and
∑n
i=1wi = 1.

For p, q, r > 0, if

GIFOWGBp,q,r(α1, α2, . . . , αn)

=
1

p+ q + r
⊗ni,j,k=1

i6=j 6=k

(
pαwi

i ⊕ qα
wj

1−wi
j ⊕ rα

wk
1−wi−wj

k

)
, (34)

then GIFOWGBp,q,r is called the generalized intuitionistic fuzzy optimized weig

hted geometric Bonferroni mean (GIFOWGBM).

Similar to Theorem 3.4, we can derive the following theorem:

Theorem 3.6 Let p, q, r > 0, αi = (µai , νai) (i = 1, 2, . . . , n) be a collection of

IFNs and w = (w1, w2, . . . , wn)T be the weight vector αi (i = 1, 2, . . . , n) such that

wi > 0 and
∑n
i=1wi = 1. Then the aggregated value by using the GIFOWGBM

is also an IFN, and

GIFOWGBp,q,r(α1, α2, . . . , αn)

=

1−
(

1−
n∏

i,j,k=1
i 6=j 6=k

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q(1− µ

wk
1−wi−wj
ak )r

)) 1
p+q+r

,

(
1−

n∏
i,j,k=1
i6=j 6=k

(
1− (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

×(1− (1− ναk
)

wk
1−wi−wj )r

)) 1
p+q+r

 . (35)

Proof By the operational laws (1), (3) and (4) described in Definition 3.1, we

have

pαwi
i =

(
1− (1− µwi

ai
)p, (1− (1− ναi

)wi)p
)
,

14



qα
wj

1−wi
j =

(
1− (1− µ

wj
1−wi
αj )q, (1− (1− ναj

)
wj

1−wi )q
)

rα

wk
1−wi−wj

k =
(

1− (1− µ
wk

1−wi−wj
αk )r, (1− (1− ναk

)
wk

1−wi−wj )r
)

(36)

and then

pαwi
i ⊕ qα

wj
1−wi
j ⊕ rα

wk
1−wi−wj

k

=
(

1− (1− µwi
ai

)p(1− µ
wj

1−wi
aj )q, (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

)
⊕
(

1− (1− µ
wk

1−wi−wj
αk )r, (1− (1− ναk

)
wk

1−wi−wj )r
)

=
(

1− (1− µwi
ai

)p(1− µ
wj

1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r,

(1− (1− ναi
)wi)p (1− (1− ναj

)
wj

1−wi )q(1− (1− ναk
)

wk
1−wi−wj )r

)
. (37)

Let βijk = (µβijk , νβijk)

= pαwi
i ⊕ qα

wj
1−wi
j ⊕ rα

wk
1−wi−wj

k

=
(

1− (1− µwi
ai

)p(1− µ
wj

1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r,

(1− (1− ναi
)wi)p(1− (1− ναj

)
wj

1−wi )q(1− (1− ναk
)

wk
1−wi−wj )r

)
,

then we have

GIFOWGBp,q,r(α1, α2, . . . , αn)

=
1

p+ q + r
⊗ni,j,k=1

i 6=j 6=k

(
pαwi

i ⊕ qα
wj

1−wi
j ⊕ rα

wk
1−wi−wj

k

)
=

1

p+ q + r
⊗ni,j,k=1

i 6=j 6=k

βijk. (38)

Since

⊗ni,j,k=1
i 6=j 6=k

βijk =

 n∏
i,j,k=1
i6=j 6=j

µβijk , 1−
n∏

i,j.k=1
i6=j 6=j

(1− νβijk)



=

 n∏
i,j,k=1
i6=j 6=k

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r

)
,

15



1−
n∏

i,j,k=1
i 6=j 6=k

(
(1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q(1− (1− ναk

)
wk

1−wi−wj )r
) ,

(39)

then by Eq. (39) and the operational law (3), it yields

GIFOWGBp,q,r(α1, α2, . . . , αn)

=
1

p+ q + r
⊗ni,j,k=1

i 6=j 6=k

(
pαwi

i ⊕ qα
wj

1−wi
j ⊕ rα

wk
1−wi−wj

k

)

=

1−
(

1−
n∏

i,j,k=1
i 6=j 6=k

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r

)) 1
p+q+r

,

(
1−

n∏
i,j,k=1
i6=j 6=k

(
1− (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

×(1− (1− ναk
)

wk
1−wi−wj )r

)) 1
p+q+r

 , (40)

i.e, Eq. (35) holds. In addition, since

0 ≤ 1−
(

1−
n∏

i,j,k=1
i 6=j 6=k

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r

)) 1
p+q+r

≤ 1 (41)

and (
1−

n∏
i,j,k=1
i6=j 6=k

(
1− (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

×(1− (1− ναk
)

wk
1−wi−wj )r

)) 1
p+q+r

≤ 1, (42)

then we have

1−
(

1−
n∏

i,j,k=1
i6=j 6=k

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r

)) 1
p+q+r
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+

(
1−

n∏
i,j,k=1
i6=j 6=k

(
1− (1− (1− ναi

)wi)p(1− (1− ναj
)

wj
1−wi )q

)

×(1− (1− ναk
)

wk
1−wi−wj )r

)) 1
p+q+r

≤ 1−
(

1−
n∏

i,j,k=1
i 6=j 6=k

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r

)) 1
p+q+r

+

(
1−

n∏
i,j,k=1
i6=j 6=k

(
1− (1− µwi

ai
)p(1− µ

wj
1−wi
aj )q(1− µ

wk
1−wi−wj
αk )r

)) 1
p+q+r

= 1 (43)

which completes the proof of Theorem 3.6.

Similar to properties of IFOWGBM, we obtain desirable properties of GI-

FOWGBM as follows:

(1) (Idempotency) If all αi (i = 1, 2, . . . , n) are eqaul, i.e, αi = α = (µα, να),

for alli, then

GIFOWGBp,q,r(α1, α2, . . . , αn) = GIFOWGBp,q,r(α, α, . . . , α) = α. (44)

(2) (Commutativity) Let αi = (µai , νai) (i = 1, 2, . . . , n) be a collection of

IFNs. Then

GIFOWGBp,q,r(α1, α2, . . . , αn) = GIFOWGBp,q,r(α̇1, α̇2, . . . , α̇n), (45)

where (α̇1, α̇2, . . . , α̇n) is any permutation of (α1, α2, . . . , αn).

(3) (Monotonicity) Let αi=(µαi
, ναi

) (i = 1, 2, . . . , n) and βi = (µβi , νβi)

(i = 1, 2, . . . , n) be two collections of IFNs. If µαi
≤ µβi and ναi

≥ νβi for all i,

then

GIFOWGBp,q,r(α1, α2, . . . , αn) ≤ GIFOWGBp,q,r(β1, β2, . . . , βn). (46)

(4) (Boundedness) Let αi = (µαi
, ναi

) (i = 1, 2, . . . , n) be a collection of

IFNs, and let α− = (mini{µαi
},maxi{ναi

}) and α+ = (maxi{µαi
},mini{ναi

}),
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then

α− ≤ GIFOWGBp,q,r(α1, α2, . . . , αn) ≤ α+. (47)

18



4 Decision making based on intuitionistic fuzzy information

In this section, we apply the IFOWGBM or the GIIFOWGBM to multi-criteria

decision making under intuitionistic fuzzy environment, which involves the fol-

lowing steps.

Step 1. For a multi-criteria decision making problem, letX = {x1, x2, . . . , xm}
be a set of m alternatives, and Y = {y1, y2, . . . , yn} be a set of n criteria, whose

weight vector is w = (w1, w2, . . . , wn)T , satisfying wj > 0 (j = 1, 2, . . . , n) and∑n
i=1wj = 1, where wj denotes the importance degree of criterion yj. The perfor-

mance of the alternative xi with respect to the criterion yj is measured by an IFN

αij = (µij, νij), where µij indicates the degree that the alternative xi satisfies the

criterion yj and νij indicates the degree that the alternative xi does not satisfies

the criterion yj, such that 0 ≤ µij, νij ≤ 1 and µij + νij ≤ 1. All αij = (µij, νij)

(i = 1, 2, . . . ,m; j = 1, 2, . . . , n) are contained in an intuitionistic fuzzy decision

matrix A = (αij)m×n (see Table 1).

Table 1: Intuitionistic fuzzy decision matrix A

y1 y2 . . . yn

x1 (µ11, ν11) (µ12, ν12) . . . (µ1n, ν1n)

x2 (µ21, ν21) (µ22, ν22) . . . (µ2n, ν2n)
...

...
...

...
...

xm (µm1, νm1) (µm2, νm2) . . . (µmn, νmn)

If all the criteria yj (j = 1, 2, . . . , n) are of the same type, then the performance

values do not need normalization. Whereas there are, generally, benefit criteria

(the bigger the performance values the better) and cost criteria (the smaller the

performance values the better) in multi-criteria decision making, in such case,

we may transform the performances values of the cost type into the performance

values of benefit type. Then, A = (αij)m×n can be transformed into the matrix

19



B = (βij)m×n, where

βij = (tij, fij)

=

 αij, for benefit criterion yj;

ᾱij, for cost criterion yj,
i = 1, 2, . . . ,m; j = 1, 2, . . . , n,(48)

where ᾱij is the complement of αij such that ᾱij = (νij, µij).

Step 2. Utilize the IFOWGBM (in general, we can take p 6= 0 and q 6= 0):

βi = (ti, fi) = IFOWGBp,q(βi1, βi2, . . . , βin) (49)

or the GIFOWGBM (in general, we can take p 6= 0, q 6= 0 and r 6= 0):

βi = (ti, fi) = GIFOWGBp,q,r(βi1, βi2, . . . , βin) (50)

to aggregate all the performance value βij (j = 1, 2, . . . , n) of the ith line and get

the overall performance values βi corresponding to the alternatives xi.

Step 3. Utilize the method in Definition 3.2 to rank the overall performance

value βi (i = 1, 2, . . . ,m).

Step 4. Rank all the alternatives xi (i = 1, 2, . . . ,m) in accordance with

βi (i = 1, 2, . . . ,m) in descending order, and then, select the most desirable

alternative with the largest overall performance value.

Especially, if we do not consider the non-membership information in intuition-

istic fuzzy decision making, then the usual fuzzy decision making method can be

obtained as follows:

The performance of the alternative xi with respect to the criterion yj is mea-

sured by a usual fuzzy number αij, where 0 ≤ αij ≤ 1, and all the values,

αij (i = 1, 2, . . . ,m; j = 1, 2, . . . , n), are contained in the fuzzy decision matrix

A = (αij)m×n. Then we can use the OWGBM or the GOWGBM to solve this

problem:

Step 1′. Transform the decision matrix A = (αij)m×n into the normalized

decision matrix B = (βij)m×n, where

βij =

 αij, for benefit criterion yj;

1− αij, for cost criterion yj,
i = 1, 2, . . . ,m; j = 1, 2, . . . , n,
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(51)

Step 2′. Aggregate all the performance values βij (j = 1, 2, . . . , n) of the ithe

line, and get the overall performance values βi corresponding to the alternative

xi by the OWGBM or the GOWGBM:

βi = OWGBp,q(βi1, βi2, . . . , βin) =
1

p+ q

n∏
i,j=1
i 6=j

(
pawi

i + qa
wj

1−wi
j

)
, p, q > 0 (52)

or

βi = GOWGBp,q,r(βi1, βi2, . . . , βin)

=
1

p+ q + r

n∏
i,j,k=1
i6=j 6=k

(
pawi

i + qa
wj

1−wi
j + ra

wk
1−wi−wj

k

)
, p, q, r > 0 (53)

Step 3′. Rank the overall performance values βi (i = 1, 2, . . . ,m) and obtain

the priority of the alternatives xi (i = 1, 2, . . . ,m).

Next, we give an example to illustrate the proposed method:

Example 1. A city is planning to build a municipal library. One of the

problems facing the city development commissioner is to determine what kind

of air-conditioning systems should be installed in the library (adapted from Ref.

[28]). The contractor offers five feasible alternatives xi (i = 1, 2, 3, 4, 5), which

might be adapted to the physical structure of the library. Suppose that three

criteria: (1) y1: economic (2) y2: functional (3) y3: operational, are taken into

consideration in the installation problem, the weight vector of the criteria yj

(i = 1, 2, 3) is w = (0.3, 0.5, 0.2)T . Assume that the characteristics of the alterna-

tives xi (i = 1, 2, 3, 4, 5) with respect to the criteria yj (j = 1, 2, 3) are represented

by IFNs αij = (µij, νij), and all αij (i = 1, 2, 3, 4, 5; j = 1, 2, 3) are contained in

the intuitionistic fuzzy decision matrix A = (αij)5×3 (see Table2).

21



Table 2: Intuitionistic fuzzy decision matrix A

y1 y2 y3

x1 (0.3, 0.4) (0.7, 0.2) (0.5, 0.3)

x2 (0.5, 0.2) (0.4, 0.1) (0.7, 0.1)

x3 (0.4, 0.5) (0.7, 0.2) (0.4, 0.4)

x4 (0.2, 0.6) (0.8, 0.1) (0.8, 0.2)

x5 (0.9, 0.1) (0.6, 0.3) (0.2, 0.5)

Step 1. Considering all criteria yj (j = 1, 2, 3) are the benefit criteria, the

performance values of the alternatives xi (i = 1, 2, 3, 4, 5) do not need normaliza-

tion.

Step 2. Utilize the IFOWGBM (let p = q = 1) to aggregate all the per-

formance values αij (j = 1, 2, 3) of the ith line, and get the overall performance

value αi corresponding to the alternative xi (i = 1, 2, 3, 4, 5):

α1 = (0.4704, 0.3063), α2 = (0.4612, 0.1343), α3 = (0.4771, 0.3678)

α4 = (0.5897, 0.2678), α5 = (0.5406, 0.2999).

Step 3. Calculate the scores of all the alternatives:

sα1 = 0.1642, sα2 = 0.3269, sα3 = 0.1092,

sα4 = 0.3219, sα5 = 0.2406.

Since sα2 > sα4 > sα5 > sα1 > sα3 , then the ranking of the alternatives xi

(i = 1, 2, 3, 4, 5) is:

x2 � x4 � x5 � x1 � x3.

If we utilize the GIFOWGBM (let p = q = r = 1), then by αi = GIFOWGB
1,1,1 (αi1, αi2, αi3), we get

α1 = (0.6215, 0.1693), α2 = (0.6559, 0.0465), α3 = (0.6182, 0.2236),

α4 = (0.7092, 0.1216), α5 = (0.7881, 0.1345).
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Then we calculate the scores of all the alternatives:

sα1 = 0.4522, sα1 = 0.6095, sα1 = 0.3945,

sα1 = 0.6686, sα1 = 0.6536.

Since sα4 > sα5 > sα2 > sα1 > sα3 , then the ranking of the alternatives xi

(i = 1, 2, 3, 4, 5) is:

x4 � x5 � x2 � x1 � x3.
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5 Conclusions

To further develop the GBM, in this paper, we have developed the optimized

weighted geometric Bonferroni mean (OWGBM) and generalized optimized weig

hted geometric Bonferroni mean (GOWGBM). Then, we developed the new

GBMs under the intuitionistic fuzzy environment, that is, the intuitionistic fuzzy

optimized weighted geometric Bonferroni means (IFOWGBM) and the gener-

alized intuitionistic fuzzy optimized weighted geometric Bonferroni means (GI-

FOWGBM). The new GBMs can reflect the preference and interrelationship of

the aggregated arguments and can satisfy the basic properties of the aggregation

techniques. Some desirable properties of the IFOWGBM and GIFOWGBM are

investigated. Based on the IFOWGBM and GIFOWGBM, we have proposed an

approach to multi-criteria decision making with intuitionistic fuzzy information,

and have also applied the proposed approach to the problem of determining what

kind of air-conditioning systems should be installed in the library. The merit of

the proposed approach is that it is more flexible than the classical ones because it

can provide the decision makers more choices as parameters are assigned different

values.
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