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심층학습 기능을 사용한 얼굴 탐지 및 인식 

Adyan Marendra Ramadhani 

부경대학교 정보시스템협동과정 

 

국문 요약 

 

컴퓨터 비전에서 사람 얼굴 탐지 및 인식은 고전적인 분류의 문제이다. 

최근에는 심층신경망을 사용하여 처리하는 연구가 많이 진행 되고 

있다. 또한 얼굴 탐지 및 인식을 하기 위하여 기계학습 알고리즘의 

신경망과 랜덤 포레스트가 사용되기도 한다. 일반적인 얼굴 탐지와 

인식은 1. 영상 처리, 2. 얼굴 탐지, 3. 얼굴 인식 등의 삼 단계로 

구성된다. 본 논문은 각각 별도로 훈련을 한 두 개의 신경망을 결합한 

통합적 접근법을 제안한다. 실험을 통하여 심층학습 기반의 

CNN(Convolutional Neural Network)과 DBN(Deep Belief 

Network)을 통한 얼굴인식은 75%, CNN, DBN 과 LBP(Local 

Binary Pattern)를 혼합한 방식은 98.3%의 정확성을 보였다. 본 

연구는 얼굴 탐지 및 인식 문제에 심층신경망의 기능을 학인하고 

성능을 평가 및 비교하였다 

키워드: 얼굴 탐지, 얼굴 인식, 심층학습 
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Chapter I.  

Introduction 

 

1.1 Background 

 

Face detection and recognition is a research problem that has drawn 

much attention from a huge number researchers. Most researchers take 

both detection and recognition with the majority of the effort going to 

improving the accuracy and the performance of both tasks. There are 

many algorithms that have been developed for face detection and 

recognition such as Adaboost, neural networks, and support vector 

machine (SVM)[1].  

Input image

Matched

Sensor

START

STOP

Pre-
Processing

Database
Repeat
Process

Feature
Extraction

Post-
Processing

Output 
Images

No

Yes

 

Figure 1.1 Flow Chart of Face Detection & Recognition System 
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Face detection determines the location of human faces in an input 

image. This finds many important applications such as video 

surveillance, human computer interface, video conference and biometric 

application [2]. Once a human face is detected, it is followed by the face 

recognition procedure. Face recognition plays an important role in 

verification and identification tasks [3].  

In the verification task, the face of an unknown person along with an 

authorized face is presented to confirm if the two face images match or 

not. In the face identification the task is to label the person by comparing 

the face known individuals in the database [3]. 

    The success of the face detection and recognition system relies on 

the methods and models used to overcome variations in pose, expression 

and illumination. That’s why need a robust and efficient method to 

improve the detection and recognition.  

    Recently, deep learning has become a popular mode across a 

range of image recognition task [4]. With an extensive number of layers 

and free parameters this model provides enough capacity to represent the 

variations of complex face images. 

Inspired by previous research, this thesis presents an integrated face 

detection and recognition system architecture using deep learning 

methods. 

1.2 Objective and research method 

 

The objective of this thesis is to present the optimum the 

performance of detection rate and recognition rate for face detection and 

recognition system. Although some previous researches have already 

studied about face detection and recognition optimization, but the 
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previous methods can be used to create the parametric and comparison 

analysis. 

At this research, dependent and independent variable is used.  Deep 

learning is applied to reach the best performance of face detection and 

recognition 

1.3 Outline and contribution of thesis 
 

This section describes the contents of the thesis and their 

contributions briefly. The contents consist of four sections, i.e. 

introduction, Understanding Deep Learning Methods, Face Detection 

and recognition, Experimental description, simulation and results and 

conclusions as follows: 

Chapter 1: Introduction 

In this chapter, background and motivation of this thesis 

are presented. The objective and research method of this 

thesis are then described. Finally, the outline and 

contribution of this thesis is explained. 

Chapter 2: Fundamental of Theory 

This chapter describes the theoretical background used to 

create Deep Learning (CNN and DBN) and about face 

detection and recognition as well. 

Chapter 3: Face Detection and Recognition System Using CNN 

(Convolutional Neural Network) 

This chapter describe the using of CNN (Convolutional 

Neural Network) for face detection and recognition 

system using AFLW, FDDB and VGG Face Dataset. 
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Chapter 4: Face Recognition using Deep Belief Network and LBP 

(Local Binary Pattern) 

This chapter describe the using of deep belief network, LBP (Local 

Binary pattern) and HOG for face recognition problem using ORL 

dataset. 

Chapter 5: Conclusions 

Conclusions from this research and several suggestions 

for future works are presented.
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Chapter II. 

Understanding Deep Learning Methods, Face Detection and 

Recognition 

2.1.Deep Learning Method 

 

Deep-learning is a software that attempts to mimic the activity in 

layers of neurons in the neocortex, the wrinkly 80 percent of the brain 

where thinking occurs. The software learns, in a very real sense, to 

recognize patterns in digital representations of sounds, images, and other 

data [5]. Deep learning solves this central problem in representation 

learning by introducing representations that are expressed in terms of 

other, simpler representations. Deep learning allows the computer to 

build complex concepts out of simpler concepts [6]. 

Machine-learning systems are used to identify objects in images, 

transcribe speech into text, match news items, posts or products with 

users’ interests, and select relevant results of search. Increasingly, these 

applications make use of a class of techniques called deep learning [7].  

Deep learning methods leads at learning feature hierarchies with 

features from higher levels of the hierarchy formed by the composition 

of lower level features, automatically learning features at multiple levels 

of abstraction allows a system to learn complex functions mapping the 

input to the output directly from data, without depending completely on 

human-crafted features [8] 
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Figure 2.1 Deep Learning Architecture on Neural Network 

2.2.Face Detection  

 

Face detection is one of the challenging problems in computer 

vision. The goal of face detection is to determine whether or not there is 

any face in the image and the location of each face if there is. This topic 

attracts popular attention because of its wide range of applications. For 

example, intelligent video surveillance systems and human-computer 

interface have been closely linked to the industrial applications where 

face detection plays a key role [8]. 

These available techniques mainly deal with the challenges that are 

summarized as follows:  

 Lighting condition: Lighting change brings new cast 

shadow that may lead to extra computation complexity. 

 Facial expression: This may result in a completely 

different appearance of the facial structure.  

 Occlusion: Evidence shows that occluded faces are 

difficult to be detected due to unavailability of facial 

entities.  

 Pose variations: This action may result in 1, 2, and 3 
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Figure 2.1. Face Detection Example 

2.3.Face Recognition 

 

Face recognition is a classical problem in the computer vision. Face 

recognition is an interdisciplinary field which integrates different 

techniques such as:  

 Image processing,  

 Pattern recognition,  

 Time attendance system,  

 Access control,  

 Physiology, and  

 Visitor management system [9]. 

 Face recognition algorithms used simple geometric models, but the 

recognition process has now matured into a science of sophisticated 

mathematical representations and matching processes. Face recognition 
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can be used for both verification and identification (open-set and closed-

set) [10].  

2.4.LBP (Local Binary Pattern) 

 

Local binary patterns (LBP) is a type of visual descriptor used for 

classification in computer vision. LBP is the particular case of the 

Texture Spectrum model proposed in 1990[13]. The local binary pattern 

operator is an image operator which transforms an image into an array or 

image of integer labels describing small-scale appearance of the image. 

 

Figure 2.2. The Circular (8,1) (16,2) and (8,2) Neighborhoods 

on Local Binary Pattern 

 

Figure 2.3. LBP on ORL Sample 

2.5.HOG (Histogram of Gradient) 

 

The histogram of oriented gradients (HOG) is a feature 

descriptor used in computer vision and image processing for the purpose 

of object detection. The technique counts occurrences of gradient 

https://en.wikipedia.org/wiki/Feature_descriptor
https://en.wikipedia.org/wiki/Feature_descriptor
https://en.wikipedia.org/wiki/Computer_vision
https://en.wikipedia.org/wiki/Image_processing
https://en.wikipedia.org/wiki/Object_detection
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orientation in localized portions of an image. The HOG descriptor has a 

few key advantages over other descriptors. Since it operates on local 

cells, it is invariant to geometric and photometric transformations, 

except for object orientation [14] 

 

Figure 2.4. HOG Feature Extraction 

2.6.CNN (Convolutional Neural Network) 

 

CNNs are biologically-inspired models. The research investigations 

carried out by D. H. Hubel and T. N. Wiesel in their paper [6] proposed 

an explanation for the way in which mammals visually perceive the 

world around them using a layered architecture of neurons in the brain, 

and this in turn inspired engineers to attempt to develop similar pattern 

recognition mechanisms in computer vision. 

FC FC Output

Output 

Input Conv RELU Conv RELU Pool

Input 

 

Figure 2.5. CNN Basic Architecture 

2.7.DBN (Deep Belief Network)  
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The deep belief network (DBN) (Hinton et al., 2006) is a multilayer 

generative model where each layer encodes statistical dependencies 

among the units in the layer below it; it is trained to (approximately) 

maximize the likelihood of its training data. DBNs have been 

successfully used to learn high-level structure in a wide variety of 

domains, including handwritten digits (Hinton et al., 2006) [11] and 

human motion capture data (Taylor et al., 2007). [12]  

 

Figure 2.6. Deep Belief Network Basic Architecture
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Chapter III. 

Face Detection and Recognition Using   

Convolutional Neural Network 

 

3.1.CNN (Convolutional Neural Network Architecture) 

 

For CNN, There are 3 stages in this experiment, first is the 

preprocessing and training phase, second is detection and the final phase 

is recognition. We use AFLW dataset (Annotated Facial Landmarks in 

the Wild) which is provided by Martin Koestinger, Paul Wohlhart, Peter 

M. Roth, Horst Bischof Institute for Computer Graphics and Vision, 

Graz University of Technology for the detection, and for detection test 

we use Face Detection Data Set and Benchmark (FDDB) and additional 

dataset develop by our team. For recognition we use VGG-Face dataset 

provided by Department of Engineering Science, University of Oxford. 

 

Figure 3.1. Proposed Convolutional Neural Network 

Figure show the proposed convolutional neural network for face 

detection and recognition system. The first CNN is used for detection 

CNN and the second is used for recognition. The CNN is consist of:  

Input 
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Pooling 
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Layer
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Output 
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16

Output 
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2167
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 INPUT [12x12x3] will hold the raw pixel values of the image, 

in this case an image of width 12, height 12, and with three 

color channels R, G, B. 

 CONV layer will compute the output of neurons that are 

connected to local regions in the input 

 Pooling layer will perform a down-sampling operation along 

the spatial dimensions (width, height) 

 ReLU (Rectified Linear Units) layer will apply an 

elementwise activation function such as the max (0, 

x) thresholding at zero. 

 FC (Fully Connected) layer will compute the class scores. 

3.2.Experiment Result 

 

 

Figure 3.2. Proposed Architecture of Face Detection 

and Recognition System 

For the integration system result for face detection can be input for 

the face recognition system. For face detection we scan all the areas to 

detect if there is a face picture or not and test with some of non faces 

images to measure the accuracy. Using 1200 FDDB dataset for testing, 

Face 

DetectorConv Network

Conv NetworkFace 

Database

Face 

Detection

Face 

Recognition
WHO

Non Face

Database
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the average time to detect faces in one single images is about ±5.48 

Second.   

 

 

Figure 3.2. Detection Result on FDDB Sample Dataset 

Figure show the detection result on FDDB Dataset Sample Figure 4 

tells about the learning curve graph on the CNN and it tells that the CNN 

was trained well in the first stage of training CNN.    

 

Table 3.1. Face Detection Accuracy on CNN (Convolutional Neural 

Network) 

Test Result 

Test Set Accuracy 

FDDB 1 65% 

FDDB 2 62% 

FDDB 3 75% 

 

After the CNN is trained until 3 stages then the nets is test using 

FDDB database. We create 3 or more data test based on FDDB and the 

accuracy is about ±75%. Figure is show the detection error on false 
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images and positive images, the detection error can be fixed by adding 

the training set.  

 

Figure 3.3. Learning Curve on CNN (Convolutional Neural 

Network) 

 

 

Figure 3.4. Detection error on Faces Images 

For face recognition, the CNN is trained with input 224*244 

dimensional size with 2622 outputs. The weights is initialized by 

random sampling from Gaussian distribution. The learning rate is 

initially set to 0.01. Then the net is test using test images. For testing, the 

net is test using Chris Hemsworth and Lea Michele picture. Figure show 

that the net is correct recognize the picture of Chris Hemsworth and 

figure the net is incorrect recognize the picture of Lea Michele. 
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Figure 3.5. Recognition Sample on Chris Hemsworth and Lea Michele 
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Chapter IV.  

Face Recognition Using Deep Belief Network and LBP (Local 

Binary Pattern) 
 

4.1 DBN (Deep Belief Network) Structure 

 

RBMs can be stacked and trained in a greedy manner to form so-called 

Deep Belief Networks (DBN). For deep belief network experiment, it’s 

configure based on RBM (Restricted Boltzmann Machine) and it has 4 

layers, each layers represent: input, hidden layers and output layer. Each 

layer has for input layer. For input layer it has 944 visible nodes, and each 

of hidden layer has 200 hidden nodes and finally the output layer has same 

value with sum of face labels, for this case the sum of face label is 40. The 

net is trained with 3000 iteration and 0.001 of learning rate. 

 

Figure 4.1. Proposed Deep Belief Network 

 

The proposed DBN is consist of 2 hidden layer and DBN is setting 

and training by: 

 Train the first layer as an RBM that models the raw 

input  as its visible layer. 
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 Use that first layer to obtain a representation of the input 

that will be used as data for the second layer. Two 

common solutions exist. This representation can be 

chosen as being the mean activations  or 

samples of . 

 Train the second layer as an RBM, taking the transformed 

data (samples or mean activations) as training examples 

(for the visible layer of that RBM). 

 Iterate (2 and 3) for the desired number of layers, each 

time propagating upward either samples or mean values. 

 Fine-tune all the parameters of this deep architecture with 

respect to a proxy for the DBN log- likelihood, or with 

respect to a supervised training criterion (after adding 

extra learning machinery to convert the learned 

representation into supervised predictions, e.g. a linear 

classifier). 

4.2 Local Binary Pattern & HOG (Histogram of Gradient) 

 

For Feature Extraction. The Images is extracted using LBP (Local 

Binary Pattern) and HOG (Histogram of Gradient). Before the images is 

extracted. The images is convert into grayscale images. LBP feature vector 

will returned as a 1-by-N vector of length N representing the number of 

features. Figure is Represent the LBP Histogram of ORL dataset samples. 
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Figure 4.2. Histogram of LBP (Local Binary Pattern) on ORL 

Sample 

4.3 Result  
 

The images is Extract into LBP and HOG. Figure and figure show the 

LBP and HOG result in image representation. From figure 16 and 17, the 

HOG show the gradient in the ORL image sample. Figure show the LBP 

feature extraction using ORL image sample. 

 

Figure 4.2 HOG on ORL Sample 
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Figure 4.3. LBP on ORL Sample 

From the training, using LBP and DBNs the recognition rate has the 

accuracy ±98.3%. In other hand using HOG and DBN the recognition rate 

has the accuracy ±90% and using HOG overlapping and DBN the 

recognition rate has the accuracy ±90%. Table is show the comparison of the 

Recognition rate using SVM, RF and DBN, from the table the LBP+DBN 

has the highest recognition rate among the methods. 

Table 4.1. Comparison of Recognition Rate  

No Method Accuracy 

1 HOG+DBN 90% 

2 HOG (Overlap) + DBN 90% 

3 HOG+RF[4] 95.1% 

4 HOG+SVM[4] 94.4% 

5 DBN+LBP 98.3% 
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Figure 4.3. Training Curve LBP & HOG with DBN Network 
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Chapter V. 

Conclusions & Future Research 

 

5.1 Conclusions 

 

The result shows that CNN (Convolutional Neural Network) is a 

good method for detecting and recognizing the human face with the detection 

rate 75% and recognition rate is 70%. CNN can be trained without using 

feature extraction. CNN need to be trained with a lot of dataset because is 

based on deep learning methods.   

 From the DBN (Deep Belief Network), the result shows that DBN is 

a useful tools for recognizing the human face with the recognition rate 98.3% 

using ORL dataset for training and testing using LBP (Local Binary Pattern) 

and The DBN (Deep Belief Network) using HOG (Histogram of Gradient)  

has 90 % of recognition rates. The system is still on development to make 

the reliable for different condition such as illumination and low light. The 

ORL dataset is not covering the illumination variant and low light condition. 

DBN need to be tune in a systematic way in the Number of Layers and 

Number of Units in each layer to make it more optimize. 

5.2 Further Studies 

 

For further research, CNN and DBN can be combine into another 

method like montecarlo searching and etc. after combining the CNN and 

DBN with another methods, then the CNN and DBN is integrated into one 

whole system to program more reliable for solve the illumination variant and 

low light condition in face detection and recognition system.  
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For feature extractions, the other feature extraction beside HOG and 

LBP can be used for extract information from the images and combine with 

the DBN or CNN such as :  

 Edge detection 

 Corner detection 

 Blob detection 

 Ridge detection 

 Scale-invariant feature transform 

The PCA (Principal Component analysis) can be used to optimize the feature 

extraction and the machine learning as well so they can get more information 

and training well. 

 

 

 

 

 

https://en.wikipedia.org/wiki/Edge_detection
https://en.wikipedia.org/wiki/Corner_detection
https://en.wikipedia.org/wiki/Blob_detection
https://en.wikipedia.org/wiki/Ridge_detection
https://en.wikipedia.org/wiki/Scale-invariant_feature_transform
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