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Efficient Short-range Optical Camera Communications with Motion and 
Selective Capture

Shivani Rajendra Teli

Department of Information and Communications Engineering, The Graduate School,
Pukyong National University

Abstract

With the advancements in smart device and mobile phone cameras and light emitting 

diodes (LEDs), optical camera communication (OCC), also termed camera-based visible light 

communication (CVLC) has emerged as a novel communication scheme for providing data 

communication. Using visible light, as the communication medium, VLC and OCC possess

many advantages over conventional RF communications, such as large unlicensed spectral 

bandwidth, usability at radio frequency (RF) prohibited areas. The OCC technique is an 

extension of VLC with the advantage of no extended hardware cost of the receiver in most 

smart devices. Unlike conventional VLCs, which employ photodetectors (PDs), the OCC 

utilizes a mobile phone CMOS camera as the receiver. That is, OCC captures two-dimensional

(2D) data in the form of image sequences, thus being able to transmit more information 

compared to photodetector-based VLCs. In order to exploit the applications to provide cost-

effective and convenient smart home environments as well as high-speed data communication, 

this thesis addresses applications and important issues in indoor OCCs. Moreover, the thesis 

provides a fundamental analysis of the OCC system in aspects of illumination and data rate.
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In the first study, a flexible and novel motion detection scheme over a smart device camera 

in OCC is proposed. The motion detection is performed in conjunction with a static downlink 

OCC, where a mobile phone front camera is employed as the receiver and an 8×8 dot matrix 

LED as the transmitter. To provide illumination and communication, additional 10 white 

LEDs are employed which also helps in acquiring camera focus, and light metering. The 

motion detection or motion over camera (MoC) is designed to detect the user’s finger 

movement through the OCC link via the camera. A simple but efficient quadrant division 

based motion detection algorithm is proposed for accurate detection of motion. The 

experiment and simulation results demonstrate that the proposed scheme is able to detect 

motion with a success probability of up to 96 percent in the mobile phone camera based OCC. 

It is envisioned that the proposed motion detection can facilitate cost-effective and convenient 

smart home environments in the OCC, where the provision of illumination and short-range 

wireless communications has already been addressed.

Secondly, the thesis presents a novel concept of trained neurons based motion detection 

(TNMD) in OCC. The TNMD is proposed in order to enhance the performance of the motion 

detection proposed in the first study for its realistic and practical implementations. The

proposed TNMD is based on neurons present in a neural network (NN) that perform repetitive 

analysis in order to provide efficient and reliable motion detection in OCC. This efficient 

motion detection can be considered another functionality of OCC in addition to two traditional 

functionalities of illumination and communication. The motion is detected in the similar 

fashion as described in the first study, that is, by observing the user's finger movement in the 

form of centroid through the OCC link via a camera. Unlike conventionally trained neurons 
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approaches, the proposed TNMD is trained not with motion itself but with centroid data 

samples, thus providing more accurate detection and far less complex detection algorithm.

Experiment results demonstrate that the TNMD can detect all considered motions accurately 

with acceptable bit error rate (BER) performances at a transmission distance of up to 175 cm. 

The OCC with the proposed TNMD combined can be considered an efficient indoor OCC 

system that provides illumination, communication and motion detection in a convenient smart 

home environment.

The last study in this thesis proposes a distinct capturing strategy called selective capture 

(SC) in order to achieve high-speed and flicker-free OCC based vehicle-to-vehicle (V2V) 

communication. In optical camera communication (OCC), much effort has focused on 

increasing data rate and communication distance by maximally utilizing spatial, frequency, 

intensity or color dimensions. The major challenge in OCC is low data transmission rate, due 

to the low sampling rate of a camera-based receiver, compared with high-speed modulation 

of light emitting diodes (LEDs). Due to the use of the SC technique for capturing the taillights 

in the form of data frames, the capture speed of RaspiCam is increased from 120 frames per 

second (fps) to 435 fps, yielding an efficient, high-speed and flicker-free OCC for V2V. The 

experiment results demonstrate that the proposed OCC for V2V using SC technique achieves

acceptable bit error rate (BER) performance at a distance of up to 175 cm.



1

1. Introduction

1.1 Optical Wireless Communication

Wireless technologies have become essential in everyday life over the last 

four decades and are expected to be considered a key element of societal

progress in the near future. The rapid growth of wireless communication has 

led to an increase in the demand for advanced ubiquitous mobile applications 

in people’s daily lives. Due to the increasing demands for high-speed data 

transmission, the wireless system needs to provide gigabit connectivity. It is 

challenging to provide higher data rates for an increasing number of users

using radio frequency (RF) because of its limited availability due to congested 

spectrum. Therefore, the expansion of RF band towards the optical spectrum 

is imminent on a commercial scale. 

Optical wireless communication (OWC) system is likely to be a part of the 

future heterogeneous network as a complementary option to RF, and in 

contention to be featured in fifth generation (5G) network [1][2]. OWC can 

play a major role to meet the requirements for 5G technology and is expected 

to extensively change the existing infrastructure by reducing the deployment 

costs with the introduction of new technologies, such as new Physical layer 
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(PHY) architectures, data links, network layer functionalities, and interfaces 

with different service layers [2].

1.1.1 Visible Light Communication

OWC using visible light (VL) spectrum, known as visible light 

communications (VLC), gained popularity a decade ago. With various 

advantages such as license-free spectrum, electromagnetic interference-free 

transmission and, high security, VL is now able to provide a data rate of 

gigabits per second (Gbps) [3]. The potential of using VL for wireless 

communication was first demonstrated by transmitting an audio signal using 

VL in [4]. Therefore, VLC with abundant bandwidth (in terahertz) is emerging 

as a compelling technology that has potential to change the face of future 

wireless communications [4]. Considering this, a communication protocol for

VLC was proposed in the IEEE standard 802.15.7 [5].

In a VLC system, light emitting diodes (LEDs) are used as transmitters and 

photodetectors (PDs) as receivers. The VLC system relies predominantly on 

intensity modulation and direct detection (IM/DD) technique for 

communication and offers two unique functionalities: illumination and
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communication. Another interesting and unique functionality of VLC based 

motion detection has recently been reported in the literature [6].

Together with other known advantages, such as cost-effectiveness and no 

harm to humans and electronic devices and use of existing illumination 

infrastructure, the deployment of VLC systems is envisioned to grow rapidly 

for years to come. In the area of smart home applications, VLC has also been 

considered to efficiently support various smart devices [6][7].

1.1.2 Optical Camera Communication 

Over the past few decades, Mobile phones and smart devices equipped 

with a built-in complementary metal oxide semiconductor (CMOS) camera 

have become pervasive consumer electronics and are being explored to deliver 

extra capabilities beyond traditional imaging. Along with mobile phone 

cameras, a majority of smart devices with built-in CMOS cameras provide the 

ability to capture photos and videos. Current cameras are capable of capturing 

high-resolution videos with a resolution of at least 1280×720 pixels and a 

capture rate of 30 fps [8][9]. Considering the capabilities, and increasing 

demand of cameras a new optical communication technique using a camera as 

the receiver has been studied in the IEEE 802.15 SG7a within the framework 
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of OWC and considered as a candidate of IEEE 802.15.7rl, which is termed as 

optical camera communication [10].

Optical camera communication (OCC) is a pragmatic version of VLC 

using a camera as the receiver and a light emitting diode (LED) as the 

transmitter [11]. The OCC can capture 2D data in the form of image sequences;

therefore, it can transmit more information compared with intensity level 

based photodiodes in VLC [9]. A series of images, called frames, captured by 

the camera contains more information in the form of not only the intensity 

captured by photodiodes but also multiple colors and spatial coordinates 

[8][2][8]. Yet OCC suffers from a long processing time of the frames due to a 

larger dimension of frames and a significantly lower data rate compared with 

other VLC schemes.

The potential of increasing OCC data rate was investigated in [11] by using 

an array of LEDs as the transmitter, in order to exploit an advantage of having 

a 2D space from the captured frames. Recently, cameras with a color filter 

array over an image sensor have also become very common, due to which the 

use of red, green and blue (RGB) LEDs as transmitters is possible [12]. The 

experimental results presented that a single commercially available RGB LED 

and standard 50-frames per second (fps) camera were able to achieve a data 
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rate of 150 bits/s over a range of up to 60 m [12]. Another OCC research 

developed a high data rate of 126.72 kbps by employing a not commercially 

available high capture rate camera of 330 fps and multiple intensity levels of 

colors to modulate [13].
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1.2 Research Motivations

Recognizing the potential and advantages in OCCs, the following studies 

were motivated to contribute to the development of a motion detection and 

selective capture schemes in OCC.

· Camera-based motion detection techniques: Motion detection 

techniques have been studied as optical motion detection [14] and a gesture 

control technique [15] utilizing infrared beam and camera (webcam) 

receivers. The drawback of IR based motion detection techniques is that it 

cannot be used for illumination and communication. To this end, authors 

introduced motion detection as an additional functionality in VLCs along 

with to primary functionalities of illumination and communication [6]. The 

motion detection scheme can be considered attractive and viable for 

controlling smart devices in future VLC-based smart homes [6][7]. 

However, the motion detection technique in VLC [6] has unrealistic 

placement of PDs in smart home applications. To address this issue and by 

considering the availability and capabilities of the cameras as the receiver, 

a camera-based motion detection is considered in OCC. This technique 

offers a convenient and cost-effective motion detection in a smart home 

environment exhibiting great potential in indoor OCC. Therefore, we 
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propose a camera-based motion detection as a new paradigm of 

functionality in OCC, which can be used to control the smart devices in 

conjunction with existing OCC links [11].

· Neural network assisted motion detection: To enhance the performance 

of the motion detection functionality in OCC [9], we propose a Neural 

Network (NN) assisted motion detection in OCC. The conventional 

camera-based motion detection in OCC provided a short-range of motion 

and communication distance. For practical implementation, it is necessary 

to enhance the performance of motion detection in terms of accuracy and 

motion and communication distance. The NN based image and pattern 

recognition have recently emerged as an efficient detection method 

[16][17]. The artificial neurons present in the hidden layers of the network 

are trained to optimize the network in terms of some fundamental criteria 

such as accuracy and robustness. Due to this, the formation of complex 

algorithms can be avoided. Motivated by the potential of neuron training, 

we propose a more practical and realistic camera-based motion detection 

scheme over an existing OCC link. We consider the fact that the motion 

performed by the user represents some pattern in the form of shape. 

Therefore, the performance of motion detection in the OCC can be 
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improved in terms of accuracy and transmission distance by utilizing the 

neuron based training.

· Selective capture for V2V: The OCC has the advantage of transmitting 

more data because of its 2-dimension data capturing capability in the form 

of images due to use of camera receiver [11]. However, due to the low 

sampling rate of a camera compared with high-speed modulation of light 

emitting diodes (LEDs), OCC has to suffer from a significantly lower data 

rate compared with other VLC schemes. The data modulation at the 

transmitter must provide a wide range of dimming level so as to exhibit no 

flickering. According to the IEEE 802.15.7 VLC standard, the maximum 

flickering time period (MFTP) must be 5 ms (200 HZ) so that a typical 

human eye cannot respond to LED flickering [5]. However, due to the 

limited camera capturing speed of the 30/60 frames per second (fps), the 

camera itself can acquire signals at a very low sampling rate resulting in 

lower data rate. Therefore, we propose a high-speed OCC using a novel 

capturing strategy called selective capture (SC). The camera receiver is 

tweaked to capture the selected area only from the full camera capture 

frame, thus being termed as selective capture (SC). Unlike conventional 

OCC schemes, the proposed scheme performs the SC in the frame, not 
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after the frames are captured. A Raspberry Pi camera module (RaspiCam) 

was used as the receiver was tweaked to capture the SC only. Due to this, 

the RaspiCam produces a capture speed of 435 fps at a minimum resolution 

of 640×480 pixels; therefore, the LED flickering rate can be increased up 

to 217 Hz.

Recently the use of LEDs in traffic applications and the growing interest 

in intelligent transport systems (ITS) presents a number of opportunities for 

VLC and OCC applications. The LED traffic lights and LED brake lights can 

be used for data transmission [18][19]. Many efforts have focused on 

increasing data rate and communication distance to achieve a useful OCC 

system for automotive applications. Therefore, we utilized the SC scheme to 

propose a high-speed and flicker-free OCC for vehicle-to-vehicle (V2V). Due

to the use of SC scheme, the RaspiCam installed on the vehicle (V1) following 

another vehicle and was tweaked to capture the SC only, i.e., the taillights of 

the leading vehicle (V2), thus resulting in a higher data transmission rate in an 

OCC link. As the RaspiCam captures only the taillights of V2 excluding the 

surrounding, therefore, reducing the processing time and increasing the data 

transmission rate.
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1.3 Thesis Objective

With the abovementioned motivations, the study in this thesis considers 

the following objectives:

i. To propose a cost-effective and convenient smart home 

environment based on motion detection over the OCC link.

ii. To enhance the performance of the proposed motion detection in 

OCC in terms of accuracy and robustness using neural networks to 

propose more practical and realistic implementation of OCC based 

motion detection.

iii. To address a critical issue of data rate enhancement in OCC by 

proposing a new capturing strategy called selective capture 

technique for V2V communication.
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1.4 Chapter Organization

The remaining chapters in this thesis are outlined as follows. Chapter 2 

describes the overview of the study related to image processing based motion 

detection and selective capture techniques. The performance of motion 

detection technique is analyzed in terms of percentage of success over existing 

OCC links. This camera-based motion detection in OCC is presented in 

Chapter 3. To enhance the performance of the proposed camera-based motion 

detection, neural network assisted motion detection is studied in Chapter 4. 

Chapter 5 presents the distinct capturing strategy called selective capture for 

high-speed and flicker-free optical camera based V2V communication. 

Chapter 6 concludes the study considering all the simulations and experiment 

analysis. 
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2. Motion Detection and Selective Capture

This chapter of the thesis is based on the image processing as a computer-

based technology, which performs automatic processing of visual information. 

Image processing plays an increasingly important role in many aspects of our 

daily life, as well as in a wide variety of disciplines and fields in science and 

technology. Therefore, it is used for various applications such as television, 

photography, robotics, remote sensing, medical diagnosis and industrial 

inspection. In this chapter, we focus on the three distinct applications such as 

motion detection and selective capture.

2.1 Principle of Motion Detection

Motion detection is a process of detecting the change in the movement of 

an object with respect to its surroundings or a change in the surroundings with 

respect to an object. Motion can be detected by:

· Infrared (passive and active sensors)

· Optics (video and camera systems)

· Radio frequency energy (radar, microwave and tomographic 

motion detection)

· Sound (microphones, seismic and inertia-switch sensors)
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· Magnetism (magnetic sensors and magnetometers)

Over the last few years, an important stream of research within computer 

vision, i.e., understanding of human activity from a video captured by the 

camera has gained a lot of importance. This human activity or movement is

defined as motion detection. Motion detection is a process of detecting a 

change in the position of an object relative to its surroundings or a change in 

the surroundings relative to an object [20]. The principle of motion detection 

is to recognize the motion of objects within the image frames. The study 

related to the human motion analysis is strongly motivated by recent 

improvements in computer vision and a variety of new promising applications 

such as personal identification and visual surveillance. In video surveillance, 

motion detection refers to the capability of the surveillance system to detect 

motion and capture the events. Motion detection is usually a software-based 

monitoring algorithm, which, when it detects motions will signal the 

surveillance camera to begin capturing the event. Also called activity 

detection. The motion analysis related to the human body is an interesting 

research due to its various applications such as physical performance, 

evaluation, medical diagnostics and virtual reality. 
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Intelligent video sensors were developed to support security systems to 

detect unexpected movement without human intervention [23]. The important 

information of move, location, speed and any desired information of target 

from the captured frames can be taken from the camera and can be transferred 

to the analysis part of the system. Movement detection is one of these 

intelligent systems which detect and tracks moving targets. The well-known 

methods used in moving object detection are the frame subtraction method, 

the background subtraction method, and the optical flow method [22]. The 

optical flow method calculates the image optical flow field and performs

cluster processing according to the optical flow distribution characteristics of 

the image. The background subtraction method involves the use of the 

difference between the current image and background image to detect moving 

objects. In the frame subtraction method, the moving object is recognized by 

calculating the difference between two consecutive images. 

2.2 Importance of Motion Detection

The motion detection techniques also termed gesture recognition is studied 

widely in the field of image processing. It is defined as the process by which 

the gestures made by the user are recognized by the receiver [20]. Gestures are 
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expressive, meaningful body motions involving physical movements of the 

fingers, hands, arms, head, face or body. These gestures are the meaningful 

body motions that can convey meaningful information or help to interact with 

the environment. There are various approaches to handle the motion gesture 

recognition such as soft computing, various mathematical models and different 

imaging and tracking techniques [20]. Gesture recognition has wide-ranging 

applications [20] such as follows:

· Developing aids for the hearing impaired.

· Designing techniques for forensic identification.

· Recognizing sign language.

· Medically monitoring patients’ emotional states or stress levels.

· Lie detection.

· Communicating in video conferencing.

· Tele-teaching assistance.

· Monitoring alertness/drowsiness levels for automobile drivers.

Various computer vision and pattern recognition techniques including 

feature extraction, object detection, clustering, and classification are used for 

many gesture recognition systems [21]. Image processing techniques [22] such 
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as analysis of shape, color, texture, motion, image enhancement and 

segmentation play an important role in motion gesture recognition.

Authors proposed a gesture control scheme to control the mouse cursor of 

a personal computer using single web camera as an input device to recognize 

the gestures of hand [23]. This scheme detects the gestures by scanning the 

peak of a user’s fingers using web camera and controls the mouse cursor. The 

advent of Kinect has made efforts to apply gesture control not only in gaming, 

but rather in controlling TVs or set-top boxes, PCs, laptops, and others [14]. 

A similar study based on gesture control technique using infrared (IR) beam 

was investigated in [14]. In late 2008, a new way of interacting with computers 

was demonstrated using 3D IR camera and OpenCV in order to make 

computers understand gestures represented by hands and finger movements 

[14][23]. The technology adopted by Microsoft from Prime Sense established 

a new stage in the evolution of man-computer interaction. The motion 

detection was also proposed as human sensing using VLC in [24] and was 

introduced as a new additional functionality in VLC along with illumination 

and communication in [6]. However, the motion detection in PD based VLC 

scheme lacks the practical and realistic placement of PDs. The concept of 

motion detection can be further studied as attractive and viable controlling 
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technique to control the smart devices in future VLC-based smart homes [6][7].  

Considering this, we try to implement the motion detection using mobile 

phone camera over the existing OCC links to provide convenient smart home 

environments in OCC with three functionalities of motion detection, 

illumination, and communication.

2.3 Selective capture

Recently, the concept of region-of-interest (ROI) is studied to extract the 

interested region or the information from the captured (source) image. In terms 

of image processing, ROI is defined as a portion of an image that is filtered to 

perform some other operations on [25] as shown in Figure 2.1. The ROI can 

also be defined as the samples within a dataset identified for a particular 

purpose. The various examples of ROI are listed as follows:

· 1D dataset: time or frequency interval on a waveform.

· 2D dataset: boundaries of an object on an image.

· 3D dataset: contours or surfaces outlining an object in a volume.

· 4D dataset: outline of an object during a particular time interval in 

a time-volume.
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In terms of ROI-based processing, the ROI can be defined by creating a 

binary mask, which is a binary image with the same size as the image to be 

processed. In the mask image, the pixels that represent the ROI are set to 1 

while all other pixels are set to 0. Multiple ROIs can be defined in an image. 

These regions can be geographic in nature, such as polygons that contains 

contiguous pixels or defined by a range of intensities. However, the pixels are 

not necessarily contiguous in all the cases. 

Figure 2.1. The concept of Region-of-interest.

Authors utilized this ROI for various intelligence, surveillance, and 

reconnaissance applications to detect potential targets or ROIs in digital 

imagery [25]. The ROI can be used to automatically call for further sensing, 
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to control intelligent image-compression algorithms or to direct further 

analysis for target identification and recognition. Most ROI detection based 

algorithms use feature-based or object-based approaches. The ROIs formed 

using feature-based methods find pixels that share significant optical features 

with the target. While object-based methods detect ROIs at a higher level than 

the pixel-by-pixel approach of feature-based systems by using information 

such as target shape and structure. The template matching and matched filters 

are the typical approaches included in the object-based ROI detection methods.

The study in [26] listed the Region-of-interest Sub-sampling as one of the 

sampling methods that can be employed for OCC so as to increase the camera 

frame rate significantly. The scheme in [27] describes the CCD camera

hardware modification utilizing a Texas Instruments TC237 CCD imager chip 

with sub-frame window read out. However, the study utilizing the ROI Sub-

sampling by modifying the image sensor as mentioned in [25] for OCC is not 

yet implemented.

To this end, authors implemented a full high-speed OCC scheme using a 

similar technique called as selective capture [27]. The proposed selective 

capture scheme is based on software tweaking of the camera receiver to 

capture the selected area only from the full camera capture frame. Therefore, 
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it is termed as selective capture (SC). Unlike conventional OCC schemes, the 

proposed scheme performs the SC in the frame, not after the frames are 

captured. A Raspberry Pi camera module (RaspiCam) is used as the receiver 

and was tweaked to capture the SC only, thus resulting in a higher data 

transmission rate in an OCC link. The Linux commanding tool is used to tweak 

the RaspiCam to selectively capture the selected area from the full capture 

frame. The capture parameters such as the recording time of the video, the 

resolution at which the video is to be captured and the SC area is set using the 

Linux commanding tool. The details of the SC scheme are described in the 

subsequent sections.
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3. Camera-based Motion Detection Techniques

The target of this study is to develop a cost-effective and short-range OCC 

for convenient smart home environments using motion detection techniques 

as mentioned in Chapter 2. A flexible and novel motion detection scheme over 

a smart device camera in OCC is developed. Therefore, three independent 

functionalities are provided from the existing OCC links, i.e., illumination, 

communication and motion detection. We also propose an algorithm to 

identify the motion performed by the user. To verify the effectiveness of the 

proposed system, experiments and simulations were performed in the indoor

OCC environment.

3.1 Camera-based Visible Light Communication

Over the past few decades, mobile phones have been equipped with a built-

in complementary metal-oxide-semiconductor (CMOS) camera. The mobile 

phones are capable of capturing high-resolution videos with a resolution of at 

least 1280 × 720 pixels and a capture rate of 30 fps [9][11]. Considering this 

advantages and availability of cameras, camera-based VLCs (CVLCs) have 

recently emerged [10][11]. A mobile phone CMOS camera is utilized as a 
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receiver instead of photodiodes to capture data from the transmitting LEDs as 

shown in Figure 3.1.

The advantage of CVLC over photodiode based VLCs is that it can capture 

2-D data in the form of image sequences. Therefore, it can transmit more 

information, compared to the photodiodes based VLCs acquiring only color 

and intensity. Yet the CVLC suffers from drawbacks such as high-speed 

processing for detection and recognition of data from the images [28]. In 

addition to this, cameras have limited capture speed as well as need to deal 

with focus and light metering to have an optimum identifiable image. The 

limited frame rate of CVLC was compensated by employing both multiple 

colors and spatial diversification in an LED array [29]. Authors proposed a 

scheme that addresses the important issues of CVLC, i.e., focus and capture 

rate. It provides illumination and offers rotation compensation without 

significant reduction in data rate [11]. As shown in Figure 3.1, the CVLC 

scheme employs LED array as transmitter and mobile phone front camera as 

the receiver. The eight white LEDs are employed for illumination and more 

accurate camera focus. In [11] 64 LEDs (8×8 LED array) were utilized for data 

transmission with 20 pulses per second (pps) LED flickering rate (LFR). In 

CVLC there often exists a discrepancy between camera capture rate (CR) and 
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LED flickering rate (LFR). The CR in CVLC is viewed as a camera sampling 

rate, whereas the LFR is a rate at which an LED transmits the data. Moreover,

the concept of keyframe (header) to provide the rotation compensation at the 

expense of slight data reduction is also proposed. The keyframe acts as a 

header for time and data synchronization [11][19]. The target applications of 

the CVLC scheme as listed in [11] are to facilitate efficient exhibition and 

display, where visitors can easily access the information on display items 

through their smartphone cameras.

Figure 3.1. Overview of CVLC scheme.
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3.2 Motion Detection over Camera in OCC

Considering the various advantages and availability of mobile phone 

cameras, a new optical communication technique using cameras has been 

studied in IEEE 802.15 SG7a within the framework of optical wireless 

communications and considered as a candidate for IEEE 802.15.7rl, which is 

called optical camera communication (OCC) [10]. OCC increase the 

potentiality of VLC due to increasing usage of mobile phone cameras that can 

be used as a receiver without any extra hardware adjustment.

The VLC based motion detection has been introduced as an additional 

functionality in VLCs along with illumination and communication as two 

primary functionalities [6]. This Motion detection scheme is deemed attractive

for controlling smart devices in future VLC based smart homes [6][7]. 

However, this VLC based motion detection technique has an unrealistic 

placement of PDs in smart home applications. Therefore, to overcome this 

issue, we proposed a simple and convenient mobile phone camera based 

motion detection or motion over camera (MoC) technique along with 

communication in the OCCs. The motion detection is considered to provide 
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an additional functionality to the OCC with two traditional functionalities of 

illumination and communication.

Figure 3.2. System overview.

In the proposed technique, MoC is carried out by monitoring the movement 

of user's finger captured in the front camera of the mobile phone. This captured 

movement of user’s finger is then processed to identify and detect the motion 

performed by the user through the OCC link. Figure 3.2 shows the overview 

of proposed MoC in OCC. An 8×8 dot matrix LED is used as a transmitter and 

ten white illumination LEDs are placed over the dot matrix LED for both 
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illumination and a reference for camera light metering and focus [11]. These 

illumination LEDs also help to illuminate the user's finger as the illumination 

strikes the mobile phone screen and is reflected back towards the finger as 

shown in Figure 3.2. This illumination assists the tracking of motion because 

it provides a clearer distinction between the finger and its surrounding.

Figure 3.3. Three motions: line, L-shape, and circle.

The user is required to make the motion over the camera of his mobile 

phone placed under the dot matrix LED in a static condition for more realistic 

control. This motion is captured by the mobile phone camera in the form of a 

video, which is then split into various frames for processing. We designed the 
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quadrant division based motion detection algorithm for the processing of the 

frames. The predefined motions: line, L-shape, and circle motions are chosen

based on the simplicity and flexibility that the user can easily and naturally 

perform. Figure 3.3 shows these three predefined motions. The figure also 

shows the possible directions for the line motion and L-shape motions that can 

be detected by the proposed algorithm.

Figure 3.4. Block diagram of the proposed scheme.

The block diagram of the proposed MoC in the OCC is illustrated in Figure 

3.4. The transmitter comprises the data generation block which generates 

random data for transmission along with its keyframe. The keyframe is a 

special header frame introduced in generated data for evaluating the 

transmitted data on the receiver side [11][19]. The most commonly used on-
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off keying (OOK) modulation was employed for the data modulation in OCC 

to transmit data, through each LED of the 8×8 dot matrix LED array [11]. The 

mapping block maps the data according to the LED array addresses. The 

mapped data is then passed on to the LED driver for OCC transmission through 

dot matrix LED.

On the receiver side, the mobile phone camera is used both for motion 

detection and OCC data reception. Along the OCC link, the motion is 

performed by the user's finger. For the motion detection algorithm, the key 

function is to compare changes between received frames from the mobile 

phone camera. The changes are expressed in the form of centroids that 

represent the centre of a moving object in terms of the coordinate. The detected

centroids are then fed to the motion detection algorithm, where the distribution 

of centroids is analyzed and the motion is identified. Simultaneously on the 

OCC link, a demapping process performs time as well as spatial 

synchronization to detect keyframe and extract data from the received frames. 

The proposed OCC link uses differential detection threshold (DDT) to detect 

each LED in the array [11].
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Figure 3.5. Keyframe configuration.

As previously mentioned, a keyframe is added periodically on the 

transmitter side as a header between every group of pictures (GOP), which is 

a term that represents a group of data frames. This keyframe is added as a 

header for data synchronization, through which it compensates for data loss by 

repeat request when the link is obstructed due to the motion. The keyframe 

reduces the data transmission rate slightly because it takes one time-slot in the 

beginning of GOP. The duration of the keyframe and GOP, denoted as Tg. 

when the obstruction due to motion occurs as shown in Figure. 3.5, some part 

of GOP1 (Te), KF2 and part of GOP2 will be obstructed, causing bit errors in 

the received data. As the keyframe KF2 is not detected in the receiver, the most 

recent GOP (i.e., GOP2) will be discarded and retransmitted via the receiver’s 

repeat request. Due to this, the data of GOP2 will eventually be recovered. In 

the present study, the data over Te period is lost and is not compensated. The 
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data loss can be reduced by reducing Tg as a shorter Tg would, however, 

decrease the data rate. Therefore, there is a trade-off between the error rate (or

Tg) and the data rate in the scheme.

3.3 Quadrant Division Based Motion Detection Algorithm

In the proposed MoC, we designed a quadrant division based motion 

detection algorithm. A flowchart of the quadrant division based motion 

detection algorithm is illustrated in Figure 3.6. Without loss of generality, it is 

assumed that the user creates one of the three exemplary motions. The 

algorithm detects the motions over the OCC link. For example, if the user 

makes a linear motion using a finger over a mobile phone camera, the centroids 

generated by tracking the motion are recorded as a line shape. It is important 

to note that this motion tracking is made possible, due to the illuminated finger 

that makes a clear distinction between the finger and the surrounding. The 

algorithm divides the screen into four quadrants based on the Cartesian 

coordinate system and counts how many quadrants the centroids are filled. For 

the linear motion, two quadrants are only required to be filled by the centroids. 

If the centroids are filled with more than two quadrants, then it will identify as 

other two possible shapes. As shown in Figure 3.6, if three quadrants are filled 
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with centroids, the motion is identified as an ‘L’- shape, while if four quadrants 

are occupied by centroids then the algorithm goes through two stages for

motion identification. For the present study, if the number of occupied 

quadrants is less than two, the motion is disregarded.

Figure 3.6. Flow chart of the motion detection algorithm.

In addition to identifying the motions, the algorithm identifies the direction 

of the motions. As shown in Figure 3.7(a), the principle of the direction 
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detection is based on the detection of the order of quadrant filling. Again, in 

the case of the line motion, the algorithm first identifies the shape of the motion 

and finds the order of the quadrant filling. As an example, if the centroids fill 

Q1 and then Q2 (Q1-Q2) or Q4 and then Q3 (Q4-Q3), it is defined as a left 

line. For the filling order of Q2-Q1 (or Q3-Q4), it is right line. The down and 

up lines are Q1-Q4 (or Q2-Q3) and Q4-Q1 (or Q3-Q2), respectively.

(a)                                                                       (b)

Figure 3.7. Flow chart (a) Line shape with direction (b) L-shape with 
direction.          
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Similarly, for the ‘L’ - shape motion, three quadrants are expected to be 

filled with motion centroids. As in the line motion, the direction of the ‘L’ -

shape motion can also be identified based on the direction in which the motion 

is performed. That is, for the ‘L’ - shape motion, if the centroids fill quadrants 

in the order of Q1-Q2-Q3 or Q3-Q2-Q1, it is defined as the top left ‘L’ - shape. 

Likewise, for the bottom left ‘L’, it would be Q4-Q3-Q2 or Q2-Q3-Q4. The 

top and bottom right ‘L’ – shape is detected if Q2-Q1-Q4 or Q4-Q1-Q2 and 

Q3-Q4-Q1 or Q1-Q4-Q3 are filled with centroids. This detection algorithm is 

illustrated in Figure 3.7(b).

As part of the further verification of the proposed algorithm for the motion 

detection, let us consider a circle motion that would be considered relatively 

complex to detect. We consider a two-stage detection process based on 

centroid distribution (CD) and the centre of centroid distribution (CCD). These 

two stages are also based on circle Hough transform (CHT) technique for 

defining the radii levels for circle detection as mentioned in [15]. CHT is a 

basic technique used in digital image processing, for detecting circular objects 

in a digital image. The detailed description is provided in Figure 3.8. Note that 

the CCD is the center of all the centroids distributed over four quadrants. The 

two-stage detection procedure is described below. 
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Figure 3.8. Flow chart of circle motion: Two-stage identification.

Stage I: The CCD is first found. The distance of each centroid to this CCD 

(i.e., radius) is then obtained. The average of the radii is then computed as rm. 
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Considering the CD, some centroids significantly deviating from rm can be 

discarded as they do not contribute to detecting the shape. To this end, we set 

a value of standard deviation (σ) so that the centroids within rm ± σ are found. 

The number of centroids in this range, N, is then obtained. It should be noted 

that σ needs to be determined under the consideration of a perfect circle shape 

and an image frame size as adopted in the CHT [15]. The algorithm then 

detects the circle motion by comparing N with a predefined limit (L1). If N is 

larger than L1, it is determined as a detectable motion. The decision for the 

circle motion will be finally made in stage II.

Stage II: In this stage, the center of capture frame (CCF) is found. 

Obviously, the CCF is fixed as it is the center of the capture frame over which 

the motion is performed. The distance between the CCD and the CCF is 

calculated and denoted as D. It is true that D is expected to be very small for 

the circle motion. That is, if D is smaller than a limit (L2), the motion is 

detected as a circle. 

It is important to note that although the two-stage motion identification 

algorithm for the circle motion has been proposed with a view to allowing 

various circle motions that the user would make over the OCC, it can be 

reduced to a single-stage algorithm for simple and rapid detection. That is, the 
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algorithm with stage I only can also be applied for most circle motions, except 

for very irregular circles. In addition, it is certain that the proposed algorithm 

can be further extended to detect various other circle-like motions, such as arc, 

ellipse, and semicircle. One important aspect of motion detection based on 

mobile phones is the duration of motion. If the motion is performed very fast, 

the CD would be sparse, resulting in irregular distribution and subsequently 

undefined motion. In the current experiments, a suitable value of empirically 

obtained Δt is 4 s with a tolerance of ± 2 s. For obvious reasons, the motion 

duration (Δt) is subject to both the user and shapes. In addition, it can be 

limited by the capture rate of the camera.

3.4 Experimental setup

To verify the MoC in the OCC, an experiment was conducted with a mobile 

phone camera, an LED dot matrix and illumination LEDs. Figure 3.9 shows 

the experimental setup with the captured illuminated finger. For the purpose 

of demonstration of the proposed motion detection, experiments were 

performed at four different distances, that is, 12 cm, 15 cm, 18 cm, and 21 cm 

under a static condition. Similar to the transmitter employed in [11], we used 

an 8×8 dot matrix LED array with 4.31 V supply voltage and 10 illumination 
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LEDs with 3.143 V supply voltage and 60 mW optical output power. In 

addition, five different Tg values were used for the transmission, that is, 100 

ms, 200 ms, 250 ms, 500 ms, and 1000 ms.

Figure 3.9. Experiment setup.

Motions and data were received on an Android mobile phone camera that 

has a resolution of 1920×1080 pixels with a capture speed of 30 fps. An 

optimum motion distance between the user finger and the mobile phone was 

found to be in the range of 7-8 cm for all considered transmission distances. 

When the user forms a motion, it is captured by the mobile phone camera in 

the form of a video.
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For a mobile phone camera with a lower resolution, it would result in a 

smaller OCC distance, but the motion detection performance presented 

remains unchanged, due to the fact that the motion distance in the present 

experiments is still close enough to the camera. A higher LED illuminance 

level can certainly increase the transmission and motion distances. Likewise, 

a higher capture speed benefits dense motion centroids; thus, the success 

probability of motion detection can be increased. The high capture speed will 

also reduce the motion duration. Therefore, the present scheme can be 

designed to be more practically viable in accordance with camera features and 

light intensity.

3.5 Results and Analysis

Experiment results are shown in Figure 3.10 in which the centroid 

distributions are marked using red dots. These red dots represent tracked 

motion of user's finger. It is worth noting that these are representative results 

for three detected shapes, i.e., line, circle and ‘L’ - shape. The algorithm can 

detect the motion clearly and classify the shapes made by the user’s finger 

movement.
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Based on the proposed algorithm, the frame for the motion detection is 

divided into four quadrants, and the detected motion is represented by centroid 

points (i.e., red dots). As the algorithm checks for the number of occupied 

quadrants, the motions are classified into line, L-shape, and circle. For the line 

and L-shape motions, the directions are also detected by finding the order of

the quadrants filled. Figure 3.10 shows four different directions-up, down, 

right, and left line, and also top and bottom left and right L-shape motions. It

should also be noted that the experiments were conducted for various types of 

circles to verify the robustness of the detection algorithm.

Since the OCC link supports communication as well as illumination, it is 

important to ensure that sufficient illuminance is provided in the first place. 

To this end, we measured average illuminance at the transmission distances of 

12 cm, 15 cm, 18 cm, and 21 cm, and the values were found to be 2226 lx, 

1533 lx, 1041 lx, and 721 lx, respectively. Thus, it was observed that the 

illuminance levels satisfy the illumination standard set forth by the 

International Organization for Standardization (ISO) [30].
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Figure 3.10. Experiment results: detected centroids of line, L-shape, and 
circle.
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Table 3.1 shows the experiment results in terms of the percentage of 

success for the motion detection performed over a total of 90 experiments. 

That is, for each distance, 30 experiments were performed, 10 experiments per 

shape. In the experiments, the directions for the line and L-shape motions were 

also included. It is observed that the maximum percentage of success, 96 

percent, was achieved at 12 cm distance. It is also found that the percentage of 

success decreases as the distance increases. Up to a distance of 18 cm, it was 

possible to detect the motion relatively accurately. For the 21 cm distance, 

however, the percentage of success was reduced to 76 percent. This is due to 

the fact that the illumination level of the finger becomes lower as it moves 

away from the illumination LEDs.

Table 3.1. Motion detection: Percentage of success.

Shapes 12 cm 15 cm 18 cm

Circle 10 9 8

L-shape 9 9 8

Line 10 10 9

Percentage of success 96% 93% 83%
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Figure 3.11. Performance analysis: BER

As noted previously, the proposed scheme is based on the periodic 

keyframe. It is interesting to analyze performance variation over the obstructed

time during the user’s motion. As we used an effective capture speed of 20 fps, 

the frame period is 50 ms. Figure 3.11 shows the bit error rate (BER) analysis 

in terms of Te. It is observed that a longer data transmission produces improved

BERs. This is due to the fact that the scheme can repeat the obstructed frames, 

thus improving the BER. For the 60 s transmission, an acceptable BER value 

of 10-3 was obtained at a Te value of 0.2 s.
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Figure 3.12. Performance analysis: Data rate.

The retransmission of obstructed frames would yield a lower data rate in 

the OCC. It is then worth analyzing the data rate relevant to Tg. Figure 3.12

shows the result. Note that the maximum achievable data rate in the current 

setting (no keyframes, 8×8 dot matrix LEDs, 20 fps) is 1280 b/s. In the current 

OCC-based MoC, the maximum data rate of 1216 b/s was achieved at a Tg 

value of 1000 ms. The reduction in the data rate is caused by the addition of 

the keyframe. It is evident that the smaller a Tg value is, the lower the data rate 

will be.
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4. Neural Network Assisted Motion Detection

As previously mentioned in Chapter 3, the motion detection performance 

in OCC can be further enhanced using a concept of Deep learning-Neural 

Network for more practical implementation.

4.1 Neural Network

Artificial neurons based image and pattern recognition in a neural network 

(NN) has recently emerged as an efficient detection method, due largely to 

large-scale annotated datasets and the recent revival of deep convolutional NN 

[16][17]. In principle, the artificial neurons present in the hidden layers of the 

network receive multiple input samples to train the network. The training can 

be performed to optimize the network in terms of some fundamental criteria 

such as accuracy and robustness. In this way, the formation of complex 

detection algorithms can be circumvented. In this regard, some authors have 

studied an NN based indoor positioning technique in an OCC using the 

coordinate information [31].

In this study, a novel NN assisted motion detection scheme in optical 

camera communications (OCC) is proposed. As earlier described in Chapter 

3, in the MoC in OCC, the motions are captured by a smartphone camera over 
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existing OCC links [9]. A unique motion detection algorithm was proposed, 

based on a complex yet efficient quadrant division method. The motion over 

camera scheme was capable of detecting and identifying the motions 

accurately over a motion distance of up to 8 cm and a transmission distance of 

30 cm [9]. 

Motivated by the potential of the trained neurons in the NN, we propose a 

more practical and realistic motion over camera scheme over an OCC link.

That is, as the motion performed by the user represents some pattern in the 

form of shape, trained neurons are employed to improve the performance of 

motion detection in terms of accuracy and transmission distance in the OCC. 

Therefore, the scheme can avoid the use of complex algorithms at the receiver 

to detect complex motions. Unlike previous image and pattern recognition 

schemes based on an NN aim to detect the patterns represented by images, the 

present motion detection scheme is based on the motion represented by data

samples in the form of the centroids. In fact, the trained neurons based motion 

detection (TNMD) is due to the feature of the centroid data samples. By 

making use of trained neurons in the motion detection, the proposed TNMD is 

found to increase the motion distance up to 10 cm, while the transmission 

distance is extended up to 200 cm. 



46

4.2 NN based Motion Detection

Figure 4.1 illustrates the block diagram of the proposed TNMD in the OCC. 

An 8×8 red, green, blue (RGB) LED array is used as the transmitter with four 

corner LED anchors for reference light metering and focus for the camera and 

with one synchronization LED for synchronization [11]. As the user performs 

a motion, the motion is captured in the form of a video. The motion is then 

expressed as centroids that represent the center of a moving object in the form 

of coordinates as mentioned in Chapter 3. These motion centroids obtained 

from the user's finger movement are fed to the pre-trained TNMD system 

where hidden and output layers are formed to detect and identify the motion 

performed by the user. For demonstration purposes, we consider seven 

motions created from two simple yet natural motions, i.e. line and circle. 

A random binary data stream is generated by the data generation block in 

the transmitter. The on-off keying (OOK), which is the most commonly used 

modulation scheme for OCC, is employed for data modulation to transmit the 

data through each LED of the 8×8 RGB LED array. The data is mapped, 

according to the LED array addresses, and this mapped data is forwarded to 

the RGB LED array. In the receiver, the pre-trained TNMD system identifies 

the user's motion. Meanwhile, a demapping process entails the data 
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synchronization using the synchronization LED to extract the data from the 

received frames. An efficient differential detection threshold (DDT) scheme 

was used to accurately identify each LED in the array [11].

(a)

(b)

Figure 4.1. Proposed TNMD in the OCC: (a) Block diagram. (b) Transmitter 
design.
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The transmitter consists of four anchor LEDs, one at each corner, and one 

synchronization LED at the top-left corner that is always in ON condition as 

shown in Figure 4.1(b). This synchronization LED is, however, only ON in 

the first frame of every group of N frames for time synchronization purpose. 

This first frame is denoted as Fs. While the motion detection is performed over 

an OCC link, it is apparent that the OCC link will be affected due to the 

obstruction caused by the motion. In the previous motion detection scheme in 

OCC [9], the data obstructed due to the motion was recovered based on the 

loss of keyframe. This may cause irrecoverable data loss when the data with 

no keyframe is obstructed. To address this issue, the present study employs the 

four anchors for alignment as well as for the detection of obstruction caused 

by the motion the user performed. Figure 4.2 depicts the data compensation 

method. The proposed data compensation process begins when any of the 

anchors is not detected in the receiver. To maintain communication quality, 

the data compensation process first discards respective damaged frames and 

requests retransmission via the receiver's repeat request. To detect the 

retransmitted data frames, Fsr is introduced as the header frame 

(synchronization bit) at the start of repeated frames.
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Figure 4.2. Transmit data compensation using anchors (N: number of frames, 

Nr: remaining frames, Fs: first frame, Fsr: header frame, TR: delay due to 

repeat request).

In the event that Fs is not detected due to motion, the most recent group of 

N frames is discarded and repeated via the receiver's repeat request. Nr denotes 

the remaining frames that are stopped for the transmission due to obstruction. 

These Nr frames are then retransmitted after the repeated frames. It should be 

noted that some delay, TR, is introduced in the retransmission of discarded 

frames due to the repeat request. Apparently, these anchors would reduce the 

data transmission rate slightly, because it occupies four data bits in every frame. 

That is, there is a trade-off between the bit error rate and the data transmission 

rate in the present scheme. It can, therefore, be said that the present scheme 

offers data compensation at the expense of reducing the data rate slightly.



50

4.3 Motion Detection Enhancement 

The proposed TNMD aims to enhance the accuracy and efficiency of 

motion detection using the trained neurons in an OCC environment. Figure 

4.3 shows the trained neurons structure of the TNMD system. This system is 

first pre-trained with the centroid data samples of predefined motions as the 

input and then utilized to identify the motion. The key principle of the TNMD 

is that since the system is designed to identify predefined motions only, the 

system can be pre-trained using the centroid data samples (obtained from the 

motion performed) to improve motion detection capability. Specifically, the 

feedback network is performed using a variable learning rate backpropagation

algorithm for the training [32]. In the backpropagation algorithm, the output 

values are compared with the correct answer and then the error is calculated at 

the output and distributed back through the network layers. For the present 

study, the input for the training was 35 centroid data samples. That is, five 

centroid data samples for each of the seven predefined motions was employed. 

It is important to note that the training process for the TNMD is performed 

with the considered seven predefined motions only.
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Figure 4.3. TNMD system overview: Trained neurons structure.

The pre-trained TNMD system is based on the NN where the input is 35 

centroid data samples, a hidden layer comprised of 35 neurons and a hidden 

output layer comprised of 7 neurons. These neurons present in the hidden 

layers receive the 35 centroid data samples to produce the seven-bit output 

representing seven predefined motions. Prior to the measurements, the training 

goal was set to achieve zero error.  To achieve this goal, the training phase was 

performed and reached the goal at 5000 training iterations (epochs) in a time 

window of up to four seconds. Figure 4.4 shows the training process that 

reached zero error at 5000 training iterations. The output of the training 

process is expressed in the form of training labels that are distinctive to each 

predefined motion. 
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Figure 4.4. Training performance.

In general, it is worth noting that for a given number of input samples, the 

number of neurons in the hidden layers can be larger or smaller than the 

number of input data samples. However, if the number of neurons is 

unnecessarily large, it will result in a complex neural network, whereas a 

smaller number of neurons require more training iterations and processing 

time to achieve the predefined training performance. Therefore, there is a 

trade-off between the number of neurons and training complexity. As an 

example, although 35 neurons were employed in the current training, a smaller 

number of neurons, e.g. 20 neurons, can also be employed. Then, a total of 

10000 training iterations, which is twice as many as the current 5000 iterations,
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will be required with a processing time of up to nine seconds instead of four 

seconds in its training phase. 

4.4 Experiment setup 

Experiments were conducted to verify the proposed TNMD in the OCC.

An Android mobile phone front camera with 1920×1080 resolution and 30 fps 

capture rate was employed as the receiver and an 8×8 RGB LED array with 

20 Hz flickering rate as the transmitter. The frame period at the transmitter 

was set to 50 ms. Figure 4.5 shows an indoor experiment setup in a static 

condition with the captured LED transmitter as well as the illuminated user 

finger in the captured frame of the mobile phone front camera.

Figure 4.5. Experiment setup.
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The experiments were conducted at a transmission distance of 25 cm with 

an increment of 25 cm under static conditions. For the current experiment 

setup, 225 cm was found to be the farthest distance for communication, while 

200 cm distance was deemed the largest distance for motion detection. The 

distance limitations are due largely to the camera that is unable to capture the 

RGB LED array as the distance increases. 

The motion distance, which is defined as the distance between the user 

finger and the camera, was found to be in the range of 7 cm to 10 cm for all 

transmission distances. However, it is obvious that these motion and 

transmission distances can be readily increased by increasing the LED 

illumination level and using higher capture speed cameras. 

4.5 Results and Discussion

As previously noted, a total of seven motions were considered. Among 

these, semicircle, curve, circle and oval can be considered variant forms of 

circle, while vertical, horizontal and diagonal lines can be similar forms of line. 

These variants were purposely considered in the experiments to examine the 

robustness of the proposed motion detection scheme. The training process was 

performed with these seven motions. Figure 4.6 shows the experiment results.
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Figure 4.6. Experiment results: motion centroids for line and circle motion.

It is also important to ensure that sufficient illuminance is provided as the 

OCC link supports communication as well as illumination functionalities. 

Therefore, we measured average illuminance at each transmission distances of 

25 cm up to 200 cm and the values were found to be 1560 lx for the nearest 

distance and 170 lx for the farthest distance. This measured illumination values 

satisfy the illumination standard set forth by the International Organization for 

Standardization (ISO) at a transmission distance of up to 75 cm, for which it 

requires an illumination level of 300 lx to 1500 lx in an indoor environment.

Table 4.1. Experiment results: TNMD accuracy.

Distance (cm) 100 125 150 175 200
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Accuracy (%) 100 97 94 91 88

Table 4.1 shows the results of the motion detection accuracy in terms of 

percentage points at eight different transmission distances. As noted 

previously, the TNMD system is pre-trained with the centroid data samples of 

predefined motions as the input and then employed to identify the motions. 

The input to the TNMD system was 35 centroid data samples, a hidden layer 

comprised of 35 neurons and an output layer comprised of 7 neurons as shown 

in Figure 4.3. These centroid data samples were obtained from 35 experiments 

performed at eight different transmission distances. For each distance, 35

experiments were conducted, i.e., five for each motion. It is observed that the 

motion detection was perfect at a distance of up to 100 cm, but the detection 

became less accurate as the distance increased, due to the decrease in the 

illumination level. Nevertheless, the proposed TNMD was found to detect the 

considered motions relatively accurately at a transmission distance of up to 

175 cm.

For the compensation of data loss due to the user’s motion, four anchors 

were used, together with one synchronization LED in the 8×8 RGB LED array. 

Therefore, the data rate, Rd, can be calculated as [11],
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                                   �� = �� × 3 × ��� − ��                                 (4.1)

where NL denotes the number of LEDs used for transmission, LFR is a 

flickering rate of LED (20 pulses per second (pps) in the present scheme) and 

NA is the number of anchors plus synchronization LEDs. It can be found that 

since the current experiment has four anchors each frame and one 

synchronization LED in the 8×8 RGB LED array, the maximum achievable 

data rate is 3.759 kbps.

Figure 4.7. BER performance.

As the proposed TNMD ensures a short-range indoor communication as 

well as the motion detection, it is worth examining the communication quality 

in terms of bit error rate (BER). The data loss due to the user's motion is 
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recovered via the receiver's repeat request when any one of the four anchors is 

not detected at the receiver. Figure 4.7 shows the BER analysis. It shows no 

errors up to the transmission distance of 50 cm. An acceptable BER value of 

2.6×10-3 was achieved at a transmission distance of up to 175 cm.

In conclusion, the proposed TNMD scheme that employs neurons in the 

NN at the receiver can significantly enhance the performance of motion 

detection functionality in the OCC. Unlike the conventional image-based NN 

schemes, the proposed TNMD scheme is based solely on centroid data samples 

rather than motion images. In the training process, representatives of the 

considered seven motions were fed into the neurons training. To verify the 

proposed scheme, it was experimentally evaluated in terms of its motion 

detection accuracy and communication quality. The experiment results 

demonstrate that the TNMD performs accurate detection with 35 centroid data 

samples, one hidden layer and one output layer at a transmission distance of 

up to 175 cm. In addition, an experimental data rate of up to 3.759 kbps was 

achieved. It is clear that the communication quality and transmission distance 

can further be improved with a larger illumination LED array, increased 

spacing between the LEDs, and advanced cameras with higher capture rates. 

The accuracy of the motion detection can also readily be enhanced with a 
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higher number of samples and layers of neurons. Therefore, the TNMD can be 

considered suitable to offer practical and convenient indoor smart home 

environments.
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5. Selective Capture for V2V

As described in Chapter 1, the target of this study is to develop a high-

speed, flicker-free and short-range OCC system under OWC. To increase the 

capture speed of camera receiver a novel technique termed as Selective 

Capture is implemented and analysed.

5.1 Flicker-free OCC

One of the major challenges in optical camera communication (OCC) is 

low data transmission rate, due to the low sampling rate of a camera-based

receiver, compared with high-speed modulation of light emitting diodes 

(LEDs). Therefore, authors investigated the potential of increasing the OCC

data rate with an array of LEDs used as the transmitter, in order to exploit an 

advantage of having a 2D space from the captured frames. In [11] authors 

utilized an array of single colored 64 LEDs and achieved an experimental data 

rate of up to 1280 bps. Recently, cameras with a color filter array over an 

image sensor have also become very common in smart devices, which opens 

up valuable opportunities to use red, green and blue (RGB) LEDs as 

transmitters and built-in cameras on smart devices as receivers [12]. The study 

assures that an image sensor is a natural massive-element and multi-color
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receiver. Utilizing a single commercially available RGB LED and a standard 

50-frame/s camera the experimental results showed a data rate of 150 bits/s 

over a range of up to 60 m [12]. Another OCC research developed a high data 

rate of 126.72 kbps using a not commercially available high capture rate 

camera of 330 fps and multiple intensity levels of colors to modulate [13].

For the basic purpose of illumination and data communication based on 

LED lighting, the data modulation at the transmitter must provide a wide range 

of dimming level and exhibit no flickering. To satisfy the flickering

requirements of the transmitter in OCC, the flicker frequency should be greater 

than 100 Hz so that a typical human eye cannot respond to LED flickering 

when the frequency exceeds 100 Hz. The IEEE 802.15.7 VLC standard 

reported that the maximum flickering time period (MFTP) must be 5 ms (200

Hz) [5]. However, the commercial camera is limited to a capture rate of 

approximately 30/60 frames per second. As a result, the OCC itself can acquire 

signals at a very low sampling rate compared to the data transmission rate, 

resulting in a loss of unsampled data and poor signal detection probability. To 

control the flicker due to the limited frame rate of a commercial camera, an 

optical neutral density filter (ONDF) to attenuate the light and a field 

programmable gate array (FPGA) controlled digital camera was employed for
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visible light positioning system [33]. However, the frame rate of 108 fps and 

modulation frequency of 54 Hz is lower than the MFTP [5][33]. The extra 

hardware utilization at the receiver would incur less cost-effective 

implementation in practice.

5.2 Selective Capture Scheme 

Figure 5.1. Selective capture scheme.

In this study, we propose a Selective Capture scheme (SC) to address an 

important issue of increasing the data transmission rate in OCC, i.e., high-

speed OCC using SC. The camera receiver in OCC can be tweaked to capture 

the selected area only from the full camera capture frame, thus being termed 

as selective capture (SC). Unlike conventional OCC schemes, the proposed 

scheme performs the SC in the frame, not after the frames are captured. A 

Raspberry Pi camera module (RaspiCam) was used as the receiver in the 
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proposed scheme and was tweaked to capture the SC only, thus resulting in a 

higher data transmission rate in an OCC link.

This RaspiCam is connected to the Raspberry Pi 3 module B that uses the 

Linux operating system. Therefore, the Linux commanding tool is used to 

tweak the RaspiCam as shown in Figure 5.1, to selectively capture the selected 

area from the full capture frame. This involves a process of setting capture 

parameters such as the recording time of the video, the resolution at which the 

video is to be captured and the SC area.

Figure 5.2. Selective capture concept.
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Figure 5.2 illustrates the basic concept of SC scheme. The full capture 

frame is the frame captured using a normal (without setting SC) RaspiCam, 

while the SC captured frame is the frame captured by tweaking RaspiCam with 

SC value. The SC is set as follows:

                                                         SC = (x, y, HSC, WSC)                                             (5.1)                                

where x and y are the top right coordinates and HSC and WSC are the height 

and width of the SC capture frame.

5.3 V2V Communication in OCC

The widespread use of LEDs in traffic applications and the growing 

interest in intelligent transport systems (ITS) presents a number of 

opportunities for VLC and OCC applications. For example, LEDs are used for 

taillights, brake lights, headlights, and traffic signals. While the camera is 

considered as the receiver for automotive OWC systems [19][34]. Accordingly, 

vehicle-to-vehicle (V2V) and infrastructure-to-vehicle (I2V or V2I) 

communication systems using LED-based VLC and OCC technology have 

been studied [35][36]. To achieve a useful OCC system for automotive 

applications, much effort has focused on increasing data rate and 

communication distance by maximally utilizing spatial, frequency, intensity 
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or color dimensions. The barriers in OCC must be overcome: one is data rate 

improvement and another is accurate and quick LED detection. Recently, the

optical vehicle-to-vehicle (V2V) communication system has been proposed 

employing LED transmitter and camera receiver [19][37]. The research 

employed a not commonly used high-speed optical communication image 

sensor (OCI) that provides capabilities for a 10 Mb/s optical signal reception 

[37].

5.4 Selective Capture for V2V Communication

Figure 5.3. Proposed scheme: OCC for V2V using selective capture.



66

As previously mentioned, in the case of V2V communication there is need 

to establish high-speed communication. Therefore, we employ the SC scheme 

for high-speed and flicker-free OCC for V2V. The V2V communications can 

play an important role in enhancing vehicle safety by transmitting various 

internal as well as external data. Figure 5.3 illustrates the overview of the 

proposed OCC for V2V using SC. The vehicle LED light sources such as 

taillights or headlights of the V2 can be used as the LED transmitter. In the 

proposed scheme, the camera used as the receiver is located at V1. The V2 can 

collect its own various internal data such as speed and traffic-related 

information and transmit it to the V1 using the taillights as the transmitter.

Figure 5.4 (a) shows a block diagram of the proposed scheme. The 

proposed scheme employs a 4×4 red LED array representing the taillights of 

V2 as the transmitter and a RaspiCam set with SC as the receiver located at V1. 

The transmitter is comprised of the data generation block that generates 

random binary data for transmission along with its keyframe. The keyframe is 

a special header frame introduced in the generated data for evaluating the 

transmitted data in the receiver [9][11]. The most commonly used modulation 

scheme that is On-Off keying (OOK) modulation was employed for the data 

modulation to transmit data through each LED of the 4×4 red LED array. The 
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data mapping block maps the data according to the LED array addresses that 

are then passed on to the LED driver. The transmission through the optical 

channel is carried out by the 4×4 red LED array controlled by the LED driver. 

On the receiver side, data reception is carried out using the RaspiCam set with 

the defined resolution and the SC area using Linux commanding tool. Note 

that in the current scheme both the LED arrays transmit same data, therefore, 

redundancy is considered while evaluating the received data. The receiver also 

consists of a header image processing unit, a data image processing unit, and 

a demapping block. The captured image frames are fed to the header image 

processing unit, which identifies the LED array and detects the keyframe from 

the captured image frames. The demapping process performs time 

synchronization based on the detected keyframe and spatial synchronization 

to extract the data LED from the received frames. For the precise LED 

detection in the array on the OCC link, an efficient detection scheme called 

differential detection threshold (DDT) was employed [11].
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Figure 5.4. (a) Block diagram. (b) Keyframe configuration.

As described previously, a keyframe is added periodically in the 

transmitter as a header between every group of N frames. This keyframe plays 

an important role in performing the data synchronization. Figure 5.4 (b) shows 

the keyframe pattern used in the proposed scheme and keyframe configuration. 
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N denotes a total number of frames, and TN denotes the transmission time to 

transmit a keyframe and (N-1) data frames.

Figure 5.5. Concept of selective capture.

Figure 5.5 illustrates the concept of SC scheme performed by the 

RaspiCam to capture the taillights of the V2 in V2V communication. The 

proposed optical camera based V2V communication is based on the SC of the 

RaspiCam which is used as the receiver located at V1. The RaspiCam is 

connected to the Raspberry Pi 3 module that uses the Linux operating system. 

The Linux commanding tool is used to tweak the RaspiCam to selectively 
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capture as mentioned in [27] that involves a process of setting capture 

parameters such as the recording time of the video, the resolution at which the 

video is to be captured and the SC area.

The figure shows a full capture frame captured using a normal RaspiCam. 

While the SC frame is the part of the full capture frame which is selectively 

captured using the tweaked RaspiCam. The SC is set as follows:

                                        SC = (x’; y’; Nx’; Ny’)                                            (5.2)

where x’ and y’ are the top right coordinates and Nx’ and Ny’ are the width and 

height of the SC capture frame as shown Figure 5.5.

To set the SC area we utilized a well-known off-line image processing 

technique called template matching as mentioned in [38][39]. Template 

matching is a method to first determine the target template in the image, and 

then find the position of the target template in a frame image. The area similar 

to the template is determined as the target. In the present study, the template, 

i.e., the transmitter, is first selected from the image captured considering the 

minimum distance without any SC value set [38][39]. This selected template 

area is then used to track the transmitter in the full captured frame. The full 

frame is captured again at the minimum distance set according to the 

experiment and then it is compared with the template image using template 
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image traverse to find the most likely template, i.e., the position of the template 

in the full frame [39]. This position is then set as the SC value for tweaking 

the RaspiCam in the current scheme. The equation to calculate the SC value 

based on template matching technique is as follows [39], equation

      �� = ∑ ∑ ��(��, ��) − �(� + ��, � + ��)�
����

����

���

����
                          (5.3)

Assuming that the size of the template T is Nx’×Ny’ (width×height), the 

size of the input image (full capture frame) I is Width×Height. The coordinate 

of one point in the template (SC frame) is (x’; y’), the pixel value of the point 

is T(x’; y’), the coordinate of the overlapping point is (X + x’;Y + y’), which 

the pixel value is I (X + x’;Y + y’). The coordinates (X, Y) are the origin of the 

template image on the full captured image (without SC). As mentioned 

previously, the template matching technique was performed by considering 

the nearest transmission distance by capturing the full capture frame (without 

SC) to evaluate the SC area. This value of the SC obtained from Eq. (2) is set 

for RaspiCam to capture the taillights of the V2 at each distance. Note that in 

the current scheme, due to camera limitations, one SC value considering the 

nearest distance is set for all the transmission distances assuming that 

sufficient margin is provided for the near and the farthest distance.
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5.5 Experiment setup 

Figure 5.6 illustrates the experiment setup. Experiments were conducted 

indoor under an ambient light condition to verify the proposed OCC for V2V 

using SC scheme. The RaspiCam was employed as the receiver and two 4_4 

red LED arrays as the transmitter (taillights) as shown in Fig. 5. Even though 

both the LEDs transmit same data, experiments were conducted to capture 

both the LEDs within the SC area so as to leave the margin for the movement 

of the car.

Figure 5.6. Experiment setup.

For the ease and convenience of the measurement campaign, the 

experiment setup was configured to represent a 1:4 scaled down representation 
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of a real transmission distance between vehicle taillights to RaspiCam. It is 

believed that this scale down experiment would not cause any adverse effect 

on the results. Experiments were performed at different transmission distances, 

i.e., 50 cm up to 225 cm with different SC values ranging from 0.0 to 1.0 in 

terms of pixels. For example, the SC value can be set to 0.3×0.9×0.3×0.9

pixels. Note that in the present scheme due to RaspiCam hardware limitations, 

the SC can only be limited in the range of 0.0 to 1.0 pixels for each 

transmission distance. As previously mentioned, both the LED arrays transmit 

the same data, therefore, they use same flickering rate. 

Table 5.1. Experiment parameters.

Parameters Values

Capture Device (RaspiCam) 5 V, 1.8 Amp

Raspberry Pi 3 module B Third generation Raspberry Pi,
1 GB RAM

Resolution 640×480

Capture Rate 435 fps

Transmission Distance 50 cm to 225 cm

Red 4×4 LED array 12 V (supply voltage)

LED flickering rate 217 Hz

SC values 0.0 to 1.0 pixels
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A light meter was used to measure light intensity which accuracy level is 

±0.5 lux with a sampling period of 1sec. The measured light intensity was 800 

lux at the minimum transmission distance of 50 cm and 150 lux at the 

maximum transmission distance of 200 cm on average and also measured

ambient light illuminance incident from surrounding indoor walls is 

approximately 3 lux (±0.5 lux). Table 5.1 shows the key parameters for the 

experiment setup.

The data transmitted through the transmitter was received by a RaspiCam

installed on the Raspberry Pi 3 module B board. As previously mentioned in 

the SC scheme, the resolution of the RaspiCam was set to minimum 640×480 

pixels with same SC value for all the transmission distances. The current 

RaspiCam tweaked with SC values and minimum resolution can provide a 

capture speed of 435 fps. Therefore, the LED flickering rate was set to 217 Hz 

which satisfies the Nyquist theorem. According to the Nyquist’s theorem, the 

sampling rate of the image sensor, which is the frequency at which a row of 

pixels is sampled, must be at least twice the rate of the highest signal frequency.
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5.6 Results and Analysis

Figure 5.7 illustrates the experiment results for three different transmission 

distances, i.e., 50 cm the nearest transmission distance, 100 cm, and 200 cm 

the farthest distance. Note that as previously mentioned, the same SC value 

was set for every distance considering the nearest distance, i.e., 

0.2×0.4×0.2×0.4 as shown in Figure 5.7. This is due to the fact that the SC 

value will be larger for the nearest distance and smaller for the longer distance. 

Therefore, it is necessary to ensure that the transmitter is captured even when 

the distance increases up to maximum viable distance.

The RaspiCam was first tested for a frame rate with respect to various 

values of resolution. Table 5.2 shows the variation in frame rate with respect 

to the change in the resolution of the RaspiCam. The maximum and minimum 

resolutions supported by the RaspiCam are 2592×1944 and 640×480 pixels, 

respectively. The same resolution values were tested with and without the SC 

scheme. It can be noted from Table II that the frame rate increases with the 

decrease in resolution as well is higher for each value of resolution when the 

RaspiCam with SC is employed, compared with conventional OCCs. The 

maximum achievable frame rate using SC was found to be 435 fps while the 
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one without SC was 120 fps at the minimum resolution value of 640×480 

pixels.

Figure 5.7. Experiment results.
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Table 5.2. Frame rate with respect to resolution.

Resolution Frame rate 
(without SC)

Frame rate 
(with SC)

2592×1944 1 - 15 30
1920×1080 1 - 30 64
1296×972 1 - 42 140
1280×720 1 - 49 145
640×480 120 435

Similarly, the data rate with respect to the frame rate achieved with and 

without SC was also analyzed. The LED flickering rate was considered 

according to the Nyquist theorem. In the proposed OCC for V2V using SC 

(one keyframe, 4×4 red LED array), the maximum data rate of 3.456 kbps was 

achieved at 435 fps at the minimum resolution of 640×480 pixels as shown in 

Figure 5.8. The data rate, Rd can be calculated as [11],

                                          �� = �� × �� × ��� × ��                              (5.4)

where NL denotes the number of LEDs used for transmission, NC denotes 

the number of colors used for transmission (one (red) in proposed scheme), 

LFR is a flickering rate of LED, which is 217 pulses per second (pps) in the 

present scheme and KF denotes the reduction of data rate due to the insertion 

of the keyframe over the transmission period.

Figure 5.8 shows the performance analysis of the data rate with and without 

SC with respect to the capture speed of the RaspiCam. It can be noted that the 
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OCC without SC can only achieve 944 bps data rate at 120 fps at the minimum 

resolution of 640×480 pixels using the same keyframe and transmitter 

configuration.

Figure 5.8. Performance analysis: Data rate.

Figure 5.9 shows the bit error rate (BER) analysis with respect to the 

transmission distance. The maximum capture speed of 435 fps at the minimum 

resolution of 640×480 pixels and indoor ambient light, was considered for the 

BER analysis. The results reveal that an acceptable BER value of 10-4 was 

achieved at a transmission distance of 125 cm.
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Figure 5.9. BER performance.
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6. Conclusion

In this thesis, a convenient and cost-effective smart home environments 

based on motion detection in OCC is studied. The studies have conducted two

major experiments individually, for both motion over camera and neural 

network assisted motion detection. The proposed camera based motion 

detection is attractive to various indoor applications, such as smart device 

control along with the data transmission through an LED-camera link. 

The thesis also introduces a new camera capturing strategy called selective 

capture (SC) to achieve a high-performance and flicker-free OCC for V2V. 

The SC technique can enhance the data transmission rate, while providing a

flicker-free transmission with the RaspiCam tweaked for SC.

In the first study, an efficient camera-based motion detection scheme in 

OCC has been presented. The motion detection is considered as a new 

additional functionality along with two usual functionalities: illumination and 

communication. The quadrant division based motion detection algorithm has 

been proposed, which detects the motion from the user who performs on a 

mobile phone and provides a decision. The algorithm could be enhanced for 

various other motions with some modifications. In the present work, assuming 

that the user performs a motion in a normal fashion, that is, within the motion 
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duration (Δt), nine different motions inclusive of all directions except for the 

circle motion are accurately distinguished. Simultaneously, the OCC 

communication quality was also analyzed and evaluated. The scheme ensures

acceptable communication quality as well as sufficient illumination in an 

indoor environment. The experiment results demonstrate that a success 

probability of 96 percent and a data rate of up to 1216 b/s are achieved, while 

the OCC link is in operation. The proposed camera-based motion detection in 

the OCC can trigger a new dimension of OCC applications in a smart home or 

industry environment.

Secondly, the proposed TNMD scheme that employs neurons in the NN at 

the receiver can significantly enhance the performance of motion detection 

functionality in the OCC. Unlike the conventional image-based NN schemes, 

the proposed TNMD scheme is based solely on centroid data samples rather 

than motion images. In the training process, representatives of the considered 

seven motions were fed into the neurons training. To verify the proposed 

scheme, it was experimentally evaluated in terms of its motion detection 

accuracy and communication quality. The experiment results demonstrate that 

the TNMD performs accurate detection with 35 centroid data samples, one 

hidden layer and one output layer at a transmission distance of up to 175 cm. 
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In addition, an experimental data rate of up to 3.759 kbps is achieved. It is 

clear that the communication quality and transmission distance can further be 

improved with a larger illumination LED array, increased spacing between the 

LEDs, and advanced cameras with higher capture rates. The accuracy of the 

motion detection can also readily be enhanced with a higher number of 

samples and layers of neurons. Therefore, the TNMD can be considered 

suitable to offer practical and convenient indoor smart home environments.

A high-speed and flicker-free OCC for V2V communication using the SC 

technique has been presented. The proposed scheme aims to provide a flicker-

free OCC for V2V communication by increasing the data transmission rate 

significantly using the SC technique. The RaspiCam receiver was successfully 

tweaked with the SC value evaluated by utilizing one of the well-known image 

processing schemes, i.e., template matching. This tweaked RaspiCam 

facilitated the selection of the resolution and the capturing of vehicle taillights 

as the selective area for communication between two vehicles. A maximum 

capture speed of 435 fps is achieved by the SC based RaspiCam at a minimum 

resolution of 640×480 pixels. Using this RaspiCam, we also achieve a data 

rate of up to 3.456 kbps, while a data rate of 944 bps is achieved without using 

the SC scheme. Therefore, it can be said that the proposed SC scheme in OCC 
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can increase the data rate nearly four times the data rate achieved by 

conventional OCCs. The scheme is found to be able to support reliable 

transmission at the farthest distance of 125 cm with a BER of 10-4. It is worth 

noting that although a simple OOK modulation scheme was employed, more 

advanced modulation schemes and their variants can be considered for 

improved performance.
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