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Approximate controllability for impulsive
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Abstract

In this paper, we first consider the existence and regularity of solutions
of the semilinear impulsive differential equation under natural assumptions
such as the local Lipschtiz continuity of nonlinear term. Thereafter, we will
also establish the approximate controllability for the equation when the cor-
responding linear system is approximately controllable.

Keywords: approximate controllability, semilinear equation, ,impulsive dif-
ferential equation, local lipschtiz continuity, controller operator, reachable set

AMS Classification Primary 35B37; Secondary 93C20

1 Introduction

In this paper, we are concerned with the global existence of solution and the ap-
proximate controllability for the semilinear impulsive control system:

x'(t) + Az(t) = f(t,2(t)) + (Bu)(t), t€(0,T], t+#t,
k=1,2,---,m,

Ax(ty) = x(t]) —2(ty) = L(z(t,)), k=1,2,---,m,
x(0) = zp.

(1.1)

Let H and V be real Hilbert spaces such that V' is a dense subspace in H. Let A
be the operator associated with a sesquilinear form a(-, -) defined on V' x V' satisfying

1



Garding’s inequality:
(Au,v) = a(u,v), w, veV

where V' is a Hilbert space such that V' C H C V*. Then —A generates an analytic
semigroup in both H and V*(see [1, Theorem 3.6.1]) and so the equation (1.1) may
be considered as an equation in H as well as in V*. The nonlinear operator f from
[0,7] x V to H is assumed to be locally Lipschitz continuous with respect to the
second variable. Let U be a Banach space of control variables and the controller
operator B be a bounded linear operator from the Banach space L?*(0,T;U) to
L?(0,T; H). The impulsive condition

Ar(t) = o(t)) - a(ty) = La(ty)), k=12, ,m,

is a combination of traditional evolution systems and short term perturbations
whose duration is negligible in comparison with duration of the process, such as
biology, medicine, bioengineering etc. Let x(¢; f,u) be a solution of the equa-
tion (1.1) associated with a nonlinear term f and a control u. We will show the
approximate controllability for the equation (1.1), namely that the reachable set
Rr(f) = {=(T; f,u) : w € L*(0,T;U)} is a dense subset of H. This kind of equa-
tions arise naturally in biology, in physics, control engineering problem, etc.

In the first part of this paper we establish the wellposedness and regularity
property for the following equation:

' (t)+ Az(t) = f(t,z(t)) + k), t€(0,T], t+#ty,

AV AR f 1)
Aste) — 3(tD) — a(t) = h(@lie)), k—1,2,4- m,
z(0) = .

The existence of solutions for a class of semilinear functional differential equations
has been studied by many authors. Recently, Kobayashi et el. [2] introduced the
notion of semigroups of locally Lipschitz operators which provide us with mild solu-
tions to the Cauchy problem for semilinear evolution equations. The regularity for
the semilinear heat equations has been developed as seen in section 4.3.1 of Barbu
[3] and [4, 5].

In this paper, we propose a different approach of the earlier works (briefly in-
troduced in [1, 15, 7]) about the mild, strong, and classical solutions of Cauchy
problems. Our approach is that results of the linear cases of Di Blasio [8] on the
L?-regularity remain valid under the above formulation of the semilinear problem
(1.2).

Next, based on the regularity for (1.2), we intend to establish the approximate
controllability for (1.1). Approximate controllability for semilinear control systems



can be founded in [4.9-15]. Similar considerations of linear and semilinear systems
have been dealt with in many references, linear problems in the book [16] and
Nakagiri [17] , the system (1.1) with the uniform bounded nonlinear term in [18], the
system (1.1) with the uniform Lipschtz continuous nonlinear term in [4, 19, 20, 21].
However there are few papers treating the systems with local Lipschipz continuity,
we can just find a recent article Wang [22]. Among these literatures, in [19, 22], they
assumed that the semigroup S(t) generated by A is compact in order to guarantee
the compactness of the solution mapping, and the approximate controllability for
the equation (1.1) was investigated.

In this paper, in order to show that the main result of [19] is extended to the
nonlinear differential equation, we assume that the embedding D(A) C V is com-
pact. Then by virtue of the result in Aubin [23], we can take advantage of the fact
that the solution mapping v € L*(0,T;U) — z(T; f,u) is compact.

Under natural assumptions such as the local Lipschtiz continuity of nonlinear
term, we obtain the approximate controllability for the equation (1.1) when the
corresponding linear system is approximately controllable.

The paper is organized as follows. In section 2, the results of general linear evo-
lution equations besides notations and assumptions are stated. In section 3, we will
obtain that the regularity for parabolic linear equations can also be applicable to
(1.2) with nonlinear terms satisfying local Lipschitz continuity. The approach used
here is similar to that developed in [1, 4] on the general semilnear evolution equa-
tions, which is an important role to extend the theory of practical nonlinear partial
differential equations. Thereafter, we investigate the approximate controllability for
the problem (1.1) in Section 4. In the proofs of the main theorems, we need some
compactness hypothesis. So we make the natural assumption that the embedding
D(A) C V is compact instead of the compact property of semigroup used in [9, 19].
Finally we give a simple example to which our main result can be applied.

2 Regularity for linear equations

If H is identified with its dual space we may write V. C H C V* densely and the
corresponding injections are continuous. The norm on V', H and V* will be denoted
by || - |, | - | and || - ||+, respectively. The duality pairing between the element v,
of V* and the element vy of V' is denoted by (v, v3), which is the ordinary inner
product in H if v,v, € H.

For [ € V* we denote (I,v) by the value I(v) of [ at v € V. The norm of [ as
element of V* is given by

il = sup L0

vev|[v]]




Therefore, we assume that V' has a stronger topology than H and, for brevity, we
may regard that
lulle < ful < [ull,  VueV. (2.1)

Let a(-,-) be a bounded sesquilinear form defined in V' x V and satisfying
Garding’s inequality
Re a(u,u) > w||ul|* — ws|ul?, (2.2)

where w; > 0 and w, is a real number. Let A be the operator associated with this
sesquilinear form:
(Au,v) = a(u,v), u, veV.

Then —A is a bounded linear operator from V' to V* by the Lax-Milgram Theorem.
The realization of A in H which is the restriction of A to

(SN2 kM VAL E H)
is also denoted by A. From the following inequalities
w1||u||2 < Rea(u,u) + (,u2|u|2 < C|Aul |ul —|—w2|u|2 < max{C,ws }||u||pay|ul,

where
ullpeay = (|Aul® + Jul?)

is the graph norm of D(A), it follows that there exists a constant Cy > 0 such that
full < Collul | piaylual > (2:3)
Thus we have the following sequence
D(A)cV CcHcCV*C DA, (2.4)
where each space is dense in the next one which continuous injection.
Lemma 2.1. With the notations (2.3), (2.4), we have

V.V )1y20 = H,
<D<A)7 H)1/2,2 = V7

where (V,V*)1/20 denotes the real interpolation space between V' and V*(Section

1.3.3 of [24]).



It is also well known that A generates an analytic semigroup S(t) in both H and
V*. For the sake of simplicity we assume that wy = 0 and hence the closed half
plane {\: Re A > 0} is contained in the resolvent set of A.

If X is a Banach space, L*(0,7;X) is the collection of all strongly measur-
able square integrable functions from (0,7) into X and W2(0,T; X) is the set of
all absolutely continuous functions on [0,7 such that their derivative belongs to
L*(0,T; X). C([0,T]; X) will denote the set of all continuously functions from [0, T
into X with the supremum norm. If X and Y are two Banach space, £L(X,Y) is
the collection of all bounded linear operators from X into Y, and £(X, X) is simply
written as £(X). Let the solution spaces W(T') and W;(T') of strong solutions be
defined by

W(T) = L*(0,T; D(A)) n W0, T H),
Wi(T) =L%(0,T; V) n WH2(0,7; V™).

Here, we note that by using interpolation theory, we have
W(T) c C([0,T]; V), WA(T) c C([0,T]; H).
Thus, there exists a constant My > 0 such that
zlleqorivy < Mollzlbway,  lelleqria < Mollzllwi@)- (2.5)

The semigroup generated by —A is denoted by S(t) and there exists a constant M
such that

[SOI< M, ||s()]l« < M-

The following Lemma is from Lemma 3.6.2 of [1].

Lemma 2.2. There exists a constant M > 0 such that the following inequalities
hold for allt > 0 and every x € H or V*:

S(t)x| < M2 |z]].,  [ISE)zl| < Mt=Y/2|a.

Lemma 2.3. (a) A® is a closed operator with its domain dense.

(b) If0<a<f, then D(A%) D D(AP).



(¢) For any T > 0, there exists a positive constant C, such that the following
mequalities hold for all t > 0.

Ca C

14 (O)l|ean <~ 1A*S (O] o) < o

Proof. From [1,Lemma 3.6.2] it follows that there exists a positive constant C
such that the following inequalities hold for allt > 0 and every x € H or V* :

.

C C
AS(t)a] < “lal,  (|4S@al| < o

First of all, consider the following linear system
x'(t) + Az(t) = k(t), (2.6)
TP

By virtue of Theorem 3.3 of [8](or Theorem 3.1 of [4], [1]), we have the following
result on the corresponding linear equation of (2.6).

Lemma 2.4. Suppose that the assumptions for the principal operator A stated above
are satisfied. Then the following properties hold:

1) For zg € V = (D(A), H)12(see Lemma 2.1) and k € L*(0,T;H), T > 0, there
exists a unique solution x of (2.6) belonging to W(T') C C([0,T]; V) and satisfying

llzllwy £ Cilllzoll + ¥l z20,7:1)) (2.7)

where C1 is a constant depending on T .
2) Let xo € H and k € L*(0,T;V*), T > 0. Then there exists a unique solution x
of (2.6) belonging to Wi (T') C C([0,T]; H) and satisfying

1z llwi () < Crlfzo] + [[K]|20,2:v+)), (2.8)

where Cy is a constant depending on T

Lemma 2.5. Suppose that k € L*(0,T; H) and z(t) = fg S(t — s)k(s)ds for 0 <
t <T. Then there exists a constant Cy such that

|| L20,1:00a)) < CllE|| 220,780 (2.9)
2|20,y < CoT'|| K| 220,750, (2.10)

and
12|20,y < CoV'T K| r20,701)- (2.11)



Proof. The assertion (2.9) is immediately obtained by (2.7). Since
T T
ol [Zeorm = Jo |Jo S —=s)k(s)ds*dt < M [ ([ k(s)|ds)?dt
<M [t [)k(s)[Pdsdt < MZ: [T |k(s)|*ds
it follows that
2]l 2022y < T/ M/2|[K|| 20,7201
From (2.3), (2.9), and (2.10) it holds that
||1E||L2(0,T;v) < Cov ClT(M/2)1/4||k||L2(07T;H)'
So, if we take a constant Cy > 0 such that
CQ = max{\/ M/2, Cg\/ Cl(M/2>1/4},

the proof is complete. O

3 Semilinear differential equations

Let f be a nonlinear mapping from V' into H.

Assumption (F). There exists a function L : R, — R such that L(r) < L(rs)
for r1 <ry and

[f(E, )| < L(r),  [f(t2) = f(y)] < Lr)lle —yl|
hold for any ¢ € [0,T], ||z|| < r and ||y|| < r.

Assumption (I). The functions I : V — H are continuous and there exist
positive constants L([j) and 5 € (1/3,1] such that

A% L(@)| < L(I)[ell,  [A°Ik(2) = Lu(y)| < LU)|Je —yll, k=1,2,---,m
for each x,y € V, and
Nzt )| <K, k=1,2---,m.

From now on, we establish the following results on the local solvability of the
following equation;

P () + Aa(t) = f(t,a(0) + K1), 1€ O.T], ¢ £
k=12 ,m,

Aa(ty) = 2(t}) — aty) = Taltp), k= 1,2, m,

z(0) = .



Let us rewrite (Fx)(t) = f(t,z(t)) for each x € L*(0,T; V). Then there is a constant,
denoted again by L(r), such that

[ Fx|[ 20,70y < L(r)VT, ||Fx; — Faol|p20,mm) < L(r)||v1 — 22| 2200137
hold for z1, x € B,(T) = {x € L*(0,T;V) : ||z||r2007v) < 7}
Here, we note that by using interpolation theory, we have that for any ¢ > 0,
L*(0,6; V)N W0, V*) € C([0,t]; H).
Thus, for any ¢ > 0, there exists a constant ¢ > 0 such that

H$||O([o,t];H) < C\|I|’L?(o,t;\/)mwlﬂ(o,t;v*)- (3-2)

Let
O=th<ti < - - <tp<---<t,=1T.

Then by Assumption (I) and (3.1), it is immediately seen that
$EW1’2(ti,ti+1;V*)7 = 0%, - , m "I~

Thus by virtue of Assumption (I) and (3.2), we may consider that there exists a
constant C3 > 0 such that

Oréltaépﬂw(t)\ : x is a solution of (3.1)} < Csl|z||r20.7.v)- (3.3)

From now on, we establish the following results on the solvability of the equa-
tion(3.1).

Theorem 3.1. Let Assumption (F) be satisfied. Assume thatzo € H, k € L*(0,T;V*).
Then, there ezists a time Ty € (0,T) such that the equation (3.1) admits a solution

T € Wl(T()) C C([O,T{)], H) (34)

Proof. For a solution of (3.1) in the wider sense, we are going to find a local
solution of the following integral equation

2(t) = St)zo + /O S(t— ){(Fx)(s) + k(s)}ds + Y S(t — t)I(x(t;)). (3.5)

0<tp<t

To prove a local solution, we will use the successive iteration method. First, put

xo(t) = S(t)xo + /0 S(t— s)k(s)ds



and define z,4(t) as
t
T41(t) :xo(t)—l—/ S(t—s)(Fz;)(s)ds + Z (t —te) L (z;(t))- (3.6)
0 0<tp<t

By virtue of Lemma 2.4, we have zo(-) € Wi(t), so that

o)y < Crllzol + [[F]20.6v+)), (3.7)

Where Cy is a constant in Lemma 2.4. Choose r > Cy(|zo| + ||k||r2(0,4v+)). Putting
= [/ S(t — s)(Fao)(s)ds, by (2.11) of Lemma 2.5, we have

11220,y < CoVitl|Fol| 20, < CaL(r)t. (3.8)
Putting g(t) := S(t — tx)1x(z(t, ), by Assumption (I) and Lemma 2.3, we have
lg)llz204v) < 2(38) 7238 — 1) Cr_p K L(L)t*2. (3.9)

Put
My = max{C,L(r)t,2(38)"*2(38 — 1) "1C,_s K L(I;)t3*/?} (3.10)

then for any t satisfying, M; < r, from (3.4) and (3.5).
so that, from(3.7) and (3.8) and (3.9),

|21l 20v) < 7 CaL(r)t +2(38)72 (38— 1)7'C1_pK > L(Ip)t** < 3r.

0<tp<t

By induction, it can be shown that for all j = 1,2, ...
2]l L2060y < 31,0 <t < M. (3.11)

Hence, from the equation

2y () — (1) = / S(t — $){(F(t,25(5)) — F(t,251(5))}ds
37 S - )l (t)) — Ly (1))

0<trp<t

Set
h(t) = S = te) {Un(@1(t)) — Te(2a(t)) -
Then from (3.2) and (3.3) it follows that
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oy = | / I / S/ (s — ti) (Tl (7)) — Tty )) s 2de] /2
< / [ / AS(s — t) (Tl (1)) — Tu(ealty ) s 2de] V2

<[ 1 oo ) — sy

ty

< (38)7122(38 — 1)1 Cy_p O3 L(I)T*?| |21 — o)l 2 0.1v)-

Hence, from the equation

T (t) — (1) :/o St —s){(Fz;)(s) — (Faj1)(s)}ds
+ > St =t { (e (t)) = Tl ()}
Put
My := C,L3r)Vt + (38)°2(38 — 1)1 ChpCs > L(Ip)t*/*. (3.12)

0<trp<t

Then from (2.11), (3.11) and Assumption (F), we can observe that the inequality

12501 = 25l r20,6v) S CoL(B3r)Vel|a; = 2;-llp20.v)
+(38) 72238 = 1)1 ChpCs > L{I)E||z; — 5l 204
O<tp<t
< Ma||z5 — m-allr20,6v)
< (M) ||y = woll20.v).
Choose Ty > 0 satistying max{M;, M} < 1. Then {x;} is strongly convergent

to a function z in L?(0, Ty; V') uniformly on 0 < ¢ < Ty. By letting j — oo in (3.6)
has a unique solution z in W, (7). d

From now on, we give a norm estimation of the solution of (3.1) and establish

the global existence of solutions with the aid of norm estimations.

Theorem 3.2. Under the assumption (F) for the nonlinear mapping f, there exists
a unique solution x of (3.1) such that

r € Wi(T) = L*(0,T; V)N W0, T;V*) c C([0,T); H), T >0.



11

for any xg € H, k € L*(0,T;V*). Moreover, there exists a constant Cs such that
|z llwi () < Ca(+ |2o| + [[k[|2(0m:v+), (3.13)
where Cy is a constant depending on T

Proof. Let z be asolution of (3.1) on [0, Ty], Ty > 0 satisfies max{M;, My} < 1.
Here M; and M, be constants in (3.10) and (3.12), respectively. Then by virtue of
Theorem3.1, the solution x is represented as

x(t):xo(t)—l—/o S(t—s)(Fz)(s)ds + Z St —ty) I(z(t})).

0<ty <t

where .
xo(t) = S(t)xo +/ S(t—s)k(s)ds.
0
By (3.7), we have x¢(-) € Wy (1)), so that
|[Zolbwi (o) < Crll@ol =+ Kl L2(0,10:v7+))
where C) is constant in Lemma2.4. Moreover, from (3.7)-(3.9), it follow that
| lwi o) < Crllwol + 1kl L2(0,m05+)) + max{ My, Mo} ||, (1) (3.14)
Thus, Moreover, there exists a constant Cy such that
lzlwim) < Ca(l+ |@ol + [[k[|z2(015;v+))-

Now from

|5(15)5Co+/0 S(t = ){(Fz)(s) + k(s)}ds| < Mlzo| + ML(r) + MV [K||2(0,),

| Y St —t)I(a(ty))] < MKIA™] Y L(Iy).

0<trp<t 0<trp<t

it follow

x| < Mlao| + MToL(r) + M~/To| ||| 20 + MK|A™P] > L(I;) < o

0<tr<To

Hence, we can solve the equation in [Tg, 275] with the initial value z(7},) and
obtain an analogous estimate to (3.14). Since the condition (3.10),(3.12) is inde-
pendent of initial value, the solution can be extended to the interval [0,nTp] for
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any natural number n, i.e., for the initial u(n7p) in the interval [nTp, (n + 1)7To), as
analogous estimate (3.14) holds for the solution in [0, (n + 1)Tp). O

From the following result, we obtain that the solution mapping is continuous,
which is useful for physical application of the given equation.

Theorem 3.3. Let the assumption (F) and (I) be satisfied and (zo,k) € H

X
L*(0,T;V). Then the solution x of the equation (5.1) belongs to x € W, =
L2(0,T; V)NWY2(0,T; V*) and the mapping

H x L*(0,T;V*) 3 (z0, k) = 2 € Wy(T) (3.15)

1S continuous.

Proof. From Theorem 3.2, it follows that if (zg, k) € H x L*(0,T;V*) then z
belongs to Wi (T). Let (xg;, ki) € H x L*(0,7;V*) and a; € W, (T) be the solution
of (3.1) with (z;, k;) in place of (xo, k) for i = 1, 2. Hence, we assume that x;
belongs to a ball B,(T) = {y € Wi(T) : ||lylw, ) < 7}

Let

(pz;)(t) = /0 S(t— s)Faj(s)ds + > St — te) Iu(a; ().

0<trp<t

Then, by virtue 2) of Lemma2.4, we get

H931 - 332||W1(T) = 01{|$1 = 332| + ||k1 — /f2HL2(o,T;V*) - Hp931 - o prHLQ(O,T;V*)}-

(3.16)
Set || - || z2(0,m;v) = || - || 22 for brevity, where Ty > 0 satisfies max{M;, My} < 1.
Then, we have
P21 — P2l L2000 %) < [Pt — 2|12
¢
= H/ S(t — s){Fxy — Fao}ds||r2
0
1D S =t {Iu(xa(ty) — Tela(8))] 12
O<tp<t
S MQHJ]l — $2||L2. (317)

Hence, by (3.16), (3.17), we see that

Tpt—> T € W1<T0) = Lz(O,TO; V) N Wl’z(O,TO; V*)
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This implies that (z,(Ty), (z.)1,) — (2(Tp), z7,) in H x L*(0,T;V*). Hence the
same argument show that z,, — z in

L*(0,min{2Ty, T}; V) N WH2(0, min{2Ty, T}; V).

Repeating this process we conclude that x, — z in Wy (T).

4 Approximate Controllability

Consider the following nonlinear equation. Let U be a Banach space of control
variables. Here B is a linear bounded operator from L2(0,T;U) to L?(0,T; H),
which is called a controller.

z'(t) + Az(t) = f(t,z(t)) + (Bu)(t), t€0,T], t>t,

) = %o (4.1)
Ag(te)y= w(t}) —te)= Ta@(t)), k= 1,2, m.
Let z(T; f,u) be a state value of the system (4.1) at time 7" corresponding to the

nonlinear term f and the control u. Let S(-) be the analytic semigroup generated
by —A. Then the solution z(t; f,u) can be written as

w(t; f,u) ZS(t)$o+/0 S(t—s){f(s.(s, fru))+(Bu)(s)}ds+ D S(t—s)I(x(ty)),

and in view of Theorem 3.2

(5 fy w)llwry < Ca(X A+ [o| + (1Bl 2 0m0))- (4.2)
We define the reachable sets for the system (4.1) as follows:

Ry {2(T; f,u) :u € L*(0,T;U)},
Ry(0) = {x(T;0,u) : u € L*(0,T;U)}.

Definition 4.1. The system (4.1) is said to be approximately controllable at time
T of for every desired final state x1 € H and € > 0 there exists a control function
w € L*0,T;U) such that the solution x(T; f,u) of (4.1) satisfies |x(T; f,u)—x1| <,
that is, Ry(f) = H where Ry(f) is the closure of Ry (f) in H.
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We define a linear bounded operator S from L?(0,T; H) to H by

s= [ " ST = Op(t)dt,

for p(-) € L*(0,T; H).
Assumption (B) For any € > 0, p € L?(0,T; H) there exists a u € L*(0,T;U)
such that
{ |Sp — SBu| < ¢

| Bul|206m) < aillpllzopm)y, 0<t<T

where ¢ is a constant independent of p.

Assumption (F1) The nonlinear operator f is a nonlinear mapping of [0, 7] x H
into H satisfying the following. There exists a constant L; = Ly(r) > 0 such that

[f(t, )= f& o)l < Lallz —yll, t€[0,T],
hold for ||z|| < r and ||y|| <.
Assumption (H) We assume the following inequality condition:
maz{g, 1}{1 — My} 'CoL1VT < 1.
where Cy is the constant in (2.11),

My = CoVTLy + (38)7/72(38 = 1)7'C1_CsT** Y~ L(Iy)

0<tx<T

as seem in (3.12).

Lemma 4.1. Let uy and uy be in L?(0,T;U). Then under Assumption(B) and
Assumption(F'1), one has that, for 0 <t <T,
la(t: frun) =2t s frua)||ia0mv) < {1 = Mo} ' CoV/t||Bur — Bus|| 2.y (4.3)

Proof. Let z1(t) = x(t : f,uy) and xo(t) = z(t : f,uz). Then for 0 <t < T we
have

21(t) — w(t) :/0 S(t = s){f(s,21(s)) = f(s,22(s)) }ds
+ /t S(t — s){Bu; — Bus}ds

+ Y St =) {Iua(ty) — Lulaa(;))- (4.4)

0<t,<T
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By Assumption(F'1) and Lemma 2.5 of (2.11), we obtain

H/ (t — s){f(s,21(s)) — f(s,22(5))}ds||r2(0.4v) < CoVtLal|m1 — 22| r2(0037)-

Moreover, by Lemma 2.5 of (2.11) and Theorem 3.1, we have

t
||/ S(t - s){Bu1 - Bu2}d3||L2(0,t;V) S Cg\/THBul — B’LL2||L2(0¢;H)
0

and
1D St = s){I(aa(ty) = Le(@a(ty )20
0<tp<t
< (38)772(38 — 1)1 ChpCst™ Y T L(I)la(ty) — w2t 20

0<tp<t
Thus, from (4.4) it follows that
|2 (t; fu1) — 2(t; fLu2)|| 200,70
< CoVT||Buy — Bus||p20,1:m) + Cov/ Tl || — || 20,751
+(38)7%2(38 — 1) 7' CrpCst®* Y L(I)||z1(ty) — 22(t)|| 20wy

0<t, <t

Theorem 4.1. Under Assumptions (B),(F1), and (H) the system(4.1) is approxi-
mately controllable on [0, T].

Proof. The reachable set for the system(4.1) is given by
Ry = {«(T; f,u) :u e L*(0,T;U)}.

We will show that D(A) C Ry(f), i.e., for given ¢ > 0 and & € D(A), there
exists u € L?(0,T;U) such that

&r — (T fLu)| <e, (4.5)
where
(T, f,u) = S(T)wo + /0 S(T = s){f(s,z(s, f,u)) + (Bu)(s)}ds
+ ) ST = s)Iu(a(ty)). (4.6)

0<tp<T
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As &7 € D(A) there exists a p € L?(0,T; H)such that
SP = &r — S(T)xo,
for instance, take p(s) = (&ér — sAér) — S(s)xo/T. Let uy € L*(0,T;U)be
arbitrary fixed. Since by Assumption (B) there exists uy € L?(0,T;U) such that
1(p = Fa(5 foun))) = SBual < 7, (4.7)
it follows that
67 = S(T)o = Sf(,a( f.w)) = SBus| < 3. (48)

We can also choose wqy € L*(0,T;U) by Assumption (B) such that

A . €
[S(fC 205 frua)) = fl2(s fou))) = SBun| < ¢ (4.9)
|’Bw2“L2(0,T;H) Bl 2o — o ul))HL2(O,T;H)-
Choose a constant ry satisfying
|| (gt Ul)HC([O,T];H) <7, ||2(5 £ u2)||C([O,T];H) 5 AT

Therefor, in view of Lemma4.1 and Assumption (B)

|| Bwal|p20,m:m) < ql|f(s, 2(85 f,u2)) — f(8,2(8; f,u1))| 200,71
< qLal|lz(t; four) — 2t f,u2)l|2200.13v)
< ¢{1 — Ms}'CoLiV'T||Bwy — Busl|r20r.m)- (4.10)

Put us = us — we. We determine ws such that

. A €
|S(f(,l‘(, fa U3>) — f(?x(7 f7 u2))) = SBU)3| < g
[|Bws|| 220y < gl f (5205 fous)) — £ 2(5 fu2)) | z20.05m)-
Let r5 be a constant satisfying ro > r; and
(5 fu =+ 3)leqorym < T2
Then, in a similar way to (4.10) we have
[[Bws||r20m:m) < ql|f(s,2(s5 f,uz)) — f(s,2(s: f, u2))||2(0,7:m0)
< qLal|lz(t; frus) — o(t; f,u2)l|20.0v)
< q{1 — M} ' CoLiVT||Bus — Bug|| 20,78
< (¢{1 - M2}7102L1\/T)2||BU1 — Bus||2(0,1;1)-
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By proceeding with this process and from

| B (tn — Uns1)||L2(0,1;m)
= HBwnHLZ(o,T;H) < (g{1 - Mz}_102L1ﬁ)n_lHB(u2 - U1)|’L2(07T;H)-

Here, nothing that Assumption (H) is equivalent to

{1 — My} 'CoLy VT < 1,
it follows that there exists u* € L?(0,T; H) such that

lim Bu, =u* in L*0,T;H).

n—o0

From(4.8),(4.9) it follow that
[€r = S(T)xo = Sf(,x( f,u2)) — SBug|
=& = S(T)xo — S’f(, z(5 fiu)) — SBus + SBw,
— [SF (x5 fyu2)) = SFCy 25, w)|

1 1

By choosing w,, € L?(0,T;U) by Assumption (B), such that

e

A £

S as frun)) = £ 205 frtm-n)) — SBuwa| < o5

putting wu, 1 = u, —w, we have

|€T - S(T)LL‘O e S’f(a Q?('; fa un)) = SBun+1‘

1 1

< (§ 2n+1

Je, n=1,2, ...
Therefor, for € > 0 there exists integer N such that

|SBUN+1 — SBUN| < g,

|§T - S(T)fo - Sf('vm('; 1 UN)) - SBUN|
< |ér — S(T)zo — Sf(, (s frun)) — SBuns1| + |SBuns1 — SBuy|

1 1 €
§<§+"'+W)€+§§E.
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Thus the system (4.1) is approximately controllable on [0,7] as N tends to
infinity. [J

Example. We consider the semilinear heat equation dealt with by Naito [19]
and Zhou [21]. Let

H=L*0,7), V=H0,7), V*=H'0,7),

" du(z) dv(z)
a(u,v)—/o Wwdx

and
A=—/ds* with D(A)={y € H(0,m) : y(0) = y(r) = 0},
We consider the following retarded functional differential equation

(

Da(t,y) + Az(t,y) = f(t,z(t,y)) + Bu(t), t € (0,T], t#t,
k=1,2,---,m,

Az(te) = z(ty,y) —x(ty,y) = L(z(ty)), k=1,2,---,m, (4.8)
z(t,0) =xz(t,7) =0, t>0

[ 2(0,y) = z0(y).

The eigenvalue and the eigenfunction of A are A\, = —n? and ¢,(r) = sinnz,
respectively. Let

5 {iunqﬁn : iui < oo},
n=2 n=2

Bu = 2usp1 + Zunqbn, for w= Zun e,
n=2

n=2

T > 0.

In [19] Naito showed that the operator B is one to one, R(B) is closed and L*(0,T) =
R(B) + N, where R(B) is the range of the operator B. It follows that the operator
B satisfies Assumption (A).

We assume that the nonlinear operator f : [0,7] x V' — H is continuous and
there is a constant 0 < v < 1 and a function k € L?[0,T] such that

[F(t2)] < E(s)ll|]”, V(E,2) € [0,T] x V.

Hence, Assumption (F) and (4.4) are satisfied. Therefore, by Theorem 4.1 with con-
dition on Assumption (I), the semilinear system (4.8) is approximately controllable
at time 7.
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