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I. Introduction

1. Protein

1.1. Protein and amino acids
1.1.1. Amino acids

All proteins are polymers of amino acids. Each amino acid is attached to
another amino acid by a covalent bond. According to the R group [1, 2, 3], 20
amino acids are known and amino acids can be classified based on the

characteristic. There are shown in Figure I-1 and Figure 1-2. .

Based on growth or nitrogen balance, amino acids are classified as
nutritionally essential or nonessential for animals and humans, i.e. purity of
proteins throughout the body. Nutritional essential amino acids can’t be made by
cells and must be obtained through the diet. Dietary essentiality of some amino
acids (e.g., arginine, glycine, proline, and taurine) rely on species and

developmental stage.
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Figure I-1. General structure of amino acids
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Figure I-2. Twenty different types of side chains (20 amino acids)[1]



1.1.2. Protein

Protein structure is described by four different levels known as primary,
secondary, tertiary, and quaternary structure [1]. First, the primary structure is a
polymer chain consisting of the sequence of amino acids. Protein secondary
structure refers to the hydrogen bond patterns. The two patterns are the alpha-helix
and the beta-sheets. Tertiary structure refers to the overall folding of the secondary
structures in a form that can perform simple functions. For example, Myoglobin
are formed from alpha-helices. Quaternary structure is the arrangement of more
than one protein to form the overall structure of the protein. Figure I-3 shows four

levels of protein structure.

A ) . “Heme

: " Hydrogen 4 B polypeptide
bond -
c) Tertiary structure

o polypeptide

:gng,{

(a) Primary structure

2y )\
W

©2010 Pearson Eduoaton, Inc (b) Secondary structure  (d) Quaternary structure—

Figure I-3. 4 levels of protein structure [1]



2. Ion Channel

2.1. Ion Channel

2.1.1. Ion Channel

Some cells, often called stimulant cells, generate electrical signals. There are
many kinds of exciting cells, such as neurons, muscle cells and touch receptor cells,
but all of them use ion channel receptors to convert chemical or mechanical
messages into electrical signals. Like all cells, stimulant cells maintain a different
amount of ionic concentration than those present in an extracellular environment.
All of these concentration differences produce small potential across plasma
membranes. The specialized channel of the plasma membrane is then opened
according to the conditions, resulting in ionic movement within or out of the cell,
and this movement produces an electrical signal. These ion channels are often
called six trans-members. The ion channels are classified according to the opening
and closing of the Pore, such as voltage dependence, ligand gate and receptor

application.



2.1.1.1. Voltage-gated ion channel

This is because the structure is linked to six helices that penetrate the cell

membrane. The names of each column are S1, S2, S3, S4, S5 and S6, respectively.

Specifically, it detects voltages from S1 to S4 and changes the structure of proteins

that form ion channels. In addition, S5 and S6 are areas where the ion actually

passes through and are related to the function of ion channels, such as selection

filters. The opening and closing of this channel are changed to a three-dimensional

form by voltage. There are also ball and chain models. Twenty amino acids form

a ball and close the ion channel by attaching to a flexible chain. The ions move

when the channel is opened, and when the membrane potential is positive, the

channel closes when the ball tries to go out of the cytoplasm. Thus, The longer the

chain, the longer the opening time.

Channel

Cell
membrane

Closed

Open

Ion flow

Inactivated

e
£ — 4

Figure I-4. Voltage-gated ion channel

Extracellular

Intracellular



2.1.2. Potassium ion channel

The interaction between the major residue of the potassium channel and the
potassium ion has the option for passive diffusion of potassium ions. The
potassium channel filter also selectively penetrates potassium ions between
different ions of similar size from dehydration under certain potentials. The effect
of potassium ion conduction is mostly to counter environmental changes in terms
of electrochemical potential and concentration changes. Recently, the high-
resolution structure of the potassium channel confirmed that there are two gates
formed in a spiral. These gates control ion selectivity through the interaction

between potassium ion and pore interface.

One gate is located in a separate spiral, with an optional filter on the spiral.
Located at the membrane intersection, this gate responds to voltage potential
changes, and the other gate acts as a selection filter when the channel is open. The
selection filter spiral consists of a TVGYG sequence, a key channel motif that
accurately induces potassium ions [4, 5, 6, 7]. Stabilize the negative potassium ion
of the carbonyl oxygen atom in the amino acid located inside the selective filter to
the anode. The distance between carbonyl oxygen atoms is about the same as the

diameter of potassium ions, so only potassium ions can pass through this [8, 9].



2.1.3. KcsA

Extracellular

membrane

Intracellular

Figure I-5. PDB structure 1K4C. Salmon is chain A, green is chain B, yellow is chain
C and purple is potassium ion [6]



KcsA(K channel of streptomyces A) is a prokaryotic potassium channel in
Streptomyces lipids. The KcsA structure (PDB ID: 1K4C) has a framework for
understanding K" channel conduction, which consists of three parts: potassium
selectivity, channel gate by pH sensitivity, and voltage gate channel deactivation.
3.2 A model of KcsA has been produced for resolution, arranged around the
central pore with the spiral of each subunit facing the inner axis and the other
facing outward [6]. Based on the energy and electrostatic calculations made for
modeling pore areas, evidence of the scores of selective filters by the 2 K™ atoms
during the transport process emerged. Continued investigations into KcsA's
various opening and closing [10, 11, 12], inactivity and active compliance by other
methods, such as ssNMR, provided a lot of insight into the channel structure and
the power to gate the switch from channel inactivity to an electric furnace. The
main chain carbonyl oxygen atom that forms the selective filter is fixed in a precise

position that can replace the water molecule in the watery shell of potassium ions

[5].



II. Methods

In this study, we investigated the potassium in the KcsA channel [13, 14, 15, 16,
17, 18]. We performed molecular dynamics (MD) simulation to observe the

moving of potassium ion with high concentration system [19, 20, 21].

1. Molecular Dynamics Simulation

Molecular dynamics (MD) simulations is one of the effective methods to study
the dynamics of biological molecules, such as protein, DNA, and lipid [22, 23, 24,

25]. The basic principle of MD simulation is to solve on newton’s equation.

F2——m @.1)

This equation means the motion of a particle of mass m; along one coordinate
(x;) with Fy, being the force on the particle in that direction. When we solve the
differential equation, we can obtain trajectory that specifies how the positions and

velocities of the particles in the system vary with time.



1.1.Force field

MD simulation requires the definition of potential function (called the force field)

to perfect the simulation from the relation of

po 3 (22)

dr

The potential function is composed of four components such as bond stretching,
angle bending, bond rotation (torsion) and non-bonded interaction (Figure II-1)
[25], The three components except non-bonded interaction corresponds to bonded-part of
potential function. These four components are associated with the “deviation” for bonds

and angles from their reference or equilibrium values. The potential is given as

u(rY) = Z %(li—li,o)z

bonds
k1 2

+ 2 > (6; = 6,0)

angles

B (2.3)

+ 2 711(1 + cos(nw —y))

torsions
2 2 o|(7) () |+

i=1 j=i+1 Tij Tij Ameory;

where U(rN) means potential energy. It is a function of the position r of N
particles. The first term provides information of interaction between pair bonded

atoms. [; is bond length, [;o is reference bond length value. The second term

10



provides information of all the angle in the molecule. The first and second term
adopts harmonic potential. The third term models dihedral angles, rotation of bond.
The first, second, and third term are bonded part in potential function U. The fourth
term is non-bonded part. This term calculates the pairs of atoms (i and j) that re in
different molecules or that are in the same molecule but separated by at least three
bonds. The non-bonded part of this equation is composed of Coulomb potential
term for electrostatic interactions and Lennard-Jones potential for van der Waals

interaction.

11
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Figure II-1. Schematic representation of the four components to a molecular
mechanics force field
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1.1.1. Bond stretching

The first term of equation (2.3) means bond stretching. The most elementary
approach is to use a Hooke’s law, in which the energy varies with the square of the

displacement from the reference bond length [,.
k
v(l) = = (=152 (2.4)

The reference bond length [, is the value that bond adopts when all other terms

in the force field are set to zero.

1.1.2. Angle bending

The second term of equation (2.3) describes angle bending. The deviation of
angles from their reference values is also frequently described as Hook’s law or

harmonic potential.
k
v(0) = 5 (6 — 6,)° (22)

The contribution of each angle is characterized by a force constant and reference

value.

13



1.1.3. Bond rotation

The third term of equation (2.3) is torsional (dihedral angle) part. Bond stretching
and angle bending term require substantial energies to cause deformations form
their reference values. The existence of barriers to ration about chemical bonds is
fundamental to understanding the structural properties of molecules. For example,
torsional term have three maximum energies and three minimum energies for
ethylene. The eclipsed conformation has maximum energies for ethylene. On the
other hand, staggered conformations have minimum energies. The potential for the

bond rotation is given as

N
viw) = Z % [1+ cos(nw —y)] (2.6)

n=0

where V,, is torsion fore constant. A multiplicity of function n is the number of
minimum points when bond is rotated through 360° and w is dihedral angle.
The phase factor y determines where the torsion angle passes through its

minimum value.

14



1.1.4. Non-bonded interaction

The last term of equation (2.3) is non-bonded term. The non-bonded interactions
do not depend upon a specific bonding relationship between atoms. They are
‘through-space’ interactions. The non-bonded term is Coulomb potential for
electrostatic interactions and Lennard-Jones potential for van der Waals
interactions. We discuss electrostatic interactions. The electrostatic interaction
between two molecules (or between different part of the same molecule) is

obtained as a sum of interactions between pairs of point charges,

Na Np

V=22 qi9; (2.7)
- 4'7T60Tij

=1 j=1

~

where N, and Ng are the numbers of point charges in the molecule.

The van der Waals interaction is consists of the all the non-bonded interactions
between atoms (or molecules) that are not covered by the electrostatic interaction.

These interactions are expressed as Lennard-Jones potential,
N N o\ 12 NG
ij ij
v(ry) = 2 2 4€ij[<—> - <—> ] (2.8)
L Tij Tij
=1 j=i+1

Where 1;; is the distance between the atom i and j, o is the collision diameter
(the separation for which the energy is zero) and € is the energy depth which

shows the bonding of particles. The 12 term is the strong repulsive at short

15



ranges due to overlapping electron orbitals, and the ¢ term describes a weak
attraction between individual molecules at long range. It goes to infinity as the

distance goes to zero.

1.1.5. Particle Mesh Ewald

We consider the long-range interactions in system [23, 26]. Particle mesh Ewald
is one of the methods for computing long-range contributions to the potential

energy in a system with periodic boundary conditions [26, 27, 28, 29, 30].

16



a
v

L
Figure II-2. The periodic box in the Ewald method. The length of box is L
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Let us first consider a system consisting of positively and negatively charged
particles. The system is electrically neutral, };;q; = 0. These particles are
assumed to be located in a cube with diameter L and the system has periodic
boundary conditions as shown in (Fig II-2). The total number of particles in the
fundamental simulation box (the unit cell) is N. All particles repel each other at
sufficiently short distances. In this periodic condition, the Coulomb potential

energy is given as,

N
1
Ucoul = 52 q:p(ry) 2.9)
i=1
where ¢(r;) is the electrostatic potential at the position of ion i

S \¥ 4j
e() —]Zn: i (2.10)

A prime on the summation of equation (2.10) indicates that the sum is over all
periodic images n and over all particles j, expect j=1ifn=0. 7 is the minimum
distance between i and j. In ad dition, we assume that the compensating

charge distribution surrounding an ion i is a Gaussian.

3

PGauss() = —q; (%)2 exp(—arz) (2.11)

where a is determined later by considerations of computational efficiency. It

satisfies Poisson’s equation.

18



—V2¢(r) = 4mp(r) (2.12)

We apply the properties of the Poisson equation in Fourier form to compute the
electrostatic potential at a point 7; due to a charge distribution p;(r) that

consists of a periodic sum of Gaussians.

p1(r) = 22% exp a|r—(r]+nL)| (2.13)

We compute the contribution to the potential energy (uy) due to ¢ (r). $1(r)

is given as
2 41q; k?
P, (r) = Z 2 kzj explik - (r; — ;)] exp <— 5) (2.14)
k=0 j=1
Hence
1 A 5 k?
u =W;ﬁpl(k) lexp| — 4 (2.15)

where V is the volumes of the system. p(k) is Fourier transform of charge
distribution. For the self-interaction to be corrected, uger should be subtracted

from the sum of the real-space and Fourier contributions to the Coulomb energy.

1

ugerr = (£)* 2L, 07 (2.16)

Then, electrostatic potential due to a point charge q surrounded by a Gaussian

19



with net charge q; is given as

L. 2.17
q)short—range = %eT‘fC(\/ET‘) ( )

where erfc is complementary error function. The total contribution of the

screened Coulomb interactions to the potential energy is then given by

N
1N qigjerfe(Var)
Ushort-range = 2 — (2.18)
i

T
%) J

Finally, the total electrostatic contribution to the potential energy becomes the

sum of potential energies Uj, Uself, ad Ughort—range

1 41 ) k?
Ucoul =W2ﬁ|p(k)| €xXp _a

k#0

a
S 1y agerrean)
2 @ 2 T'l']'

i=1 i%)

(2.19)
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2. Molecular Dynamics Simulation and Ensemble

Molecular dynamics is traditionally performed in the microcanonical ensemble
(NVE ensemble: the number of particle (N), volume (V), and the total energy in
the system € are constant.). But many experimental measurements are made under
conditions of constant temperature and pressure. Therefore, MD simulation adapts
the two most common alternative ensembles, isothermal-isobaric ensemble (NPT
ensemble: the number of particle (N), pressure (P), and temperature (T) are
constant.) and canonical ensemble (NVT ensemble: the number of particle (N),

volume (V), and temperature (T) are constant.) [33, 34, 35].

2.1. NVT ensemble

The temperature of the system is related to the time average of the kinetic energy

in unconstrained system is given by
3
< K >NVT = ENkBT (220)

where N is the number of particles. An obvious way to alter the temperature of the
system is thus to scale the velocities. The temperature at time t can be expressed

as

2 1
T(O) = g Ziza g muvi .21)

21



where m is mass and v is velocity. If the velocities are multiplied by a factor A,

then the associated temperature change can be calculated as follows

N N
2 1 2 1
_ _ 2
AT = 3Nkg szi(/ltvi)z = 3Nk, szivi (2.22)
1= 1=

AT = (A2 — DT(¢) (2.23)

A= \Thew/T(t) (2.24)

The simplest way to control the temperature is thus to multiply the velocities at

Treq

curr

each time step by the factor A( = ), where T, is the current

temperature as calculated from the kinetic energy and T, is the desire

temperature.

An alternative way to maintain the temperature is to couple the system to an
external heat bath, which is fixed at the desired temperature. The bath acts as a
source of thermal energy, supplying or removing heat from the system as
appropriate. The velocities are scaled at each step, such that the rate of change of
temperature is proportional to the difference in temperature between the external

heat bath (T 4+) and the system.

dT 1
% = 2 Toarn = T(®) (225)

where T, is large, then the coupling will be weak. If T, is small, the coupling

22



will be strong. When the coupling parameter equals the time step (t, = &t) then
the algorithm is equivalent to the simple velocity scaling method. The advantage

of this approach enables the system to fluctuate about the desired temperature.

2.2. NPT ensemble

The NPT ensemble is also called isothermal-isobaric ensemble. Many
experimental measurements are made under conditions of constant temperature
and pressure. A simulation in the NPT ensemble maintains constant pressure by
changing the volume of the simulation cell. The amount of volume fluctuation is
related to the isothermal compressibility, .

1 /0P
<= —low)" (220

Many of the methods used for pressure control are similar to the temperature
control method. Thus, the pressure can be maintained at a constant value by simply
scaling the volume [31]. An alternative way is to couple the system to a pressure

bath, as like a temperature bath. The rate of change of pressure is given by

dP 1
% = (Ppatn — P(t)) (2.27)

where T, is the coupling constant, Ppan i the pressure bath, and P(t) is the

actual pressure at time t. The volume of the simulation box is scaled by a factor

23



1
Ap, which is equivalent to scaling the atomic coordinates by a factor )\;

Ap=1-k <?> (P = Pyatn) (2.28)
P

The constant x can be combined with the relaxation constant T, as a single
constant. The volume can vary during the simulation with the average volume
being determined by the balance between the internal pressure of the system and

the desired external pressure.

2.3. Verlet algorithm

Verlet algorithm is one of algorithms to integrate Newton’s equation, which is
the most widely used method for integrating Newton’s equation. This algorithm
uses the positions and accelerations at time t, and the position from the previous

step at time t — At to calculate the new positions at time t + At.

3
r(t+ At) = r(t) + v(H)At + @Atz + AL%‘ +0(AtY)  (2.29)
2m 3!

3
r(t—At) = r(t) —v(O)At + @Atz - AL%‘ +o(att) (230
2m 3!

where f(T) is the force at time t. Summing these two equations, a new position

r(t + At) is given as

24



r(t+ At) ~ 2r(t) — r(t — At) + %At2 (2.31)

where At is the time step in MD simulation. Verlet algorithm does not use the
velocity to compute the new position. But it derives the velocity from knowledge

of the trajectory.

(O = r(t+ At)zgtr(t — At) L o)

(2.32)

The velocity is used to compute the kinetic energy and the instantaneous
temperature. After the calculation of the new position, the position at time t — At

becomes the old position and the new position become the current position.

25



I11. Results and Discussion

We investigate the structure of channel proteins and the ion motion in them

predicted by molecular mechanics. The KcsA is conducted only in environments

with no voltage and a concentration of 400 mM of KCl [32]. First, we confirm the

stability of the segment and then observe the movement of ions through internal

pores. Three potassium ions and two water molecules pass through the selective

filter alternatively.

The analysis of result is reported as follows.

Structure of potassium channel

RMSD of each helix

Distance of selective filter and potassium ion

Correlation map with ion change

Movement and change of KcsA internal potassium and water molecules

26



1. Movement of Potassium Ions inside KcsA

1.1. Structure of KcsA

Selectivity Filter
Pore Helix
Inner Helix
Outer Helix

Potassium

Water (W1,W2)

Figure III-1. Structure of potassium channel KcsA (a) side view (b) top view
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The KcsA has a funnel-shaped figure. It is made up of four chains and has 22 to
124 residues per chain. It also corresponds to a membrane protein located in the

cell membrane. KcsA is the same size as the ordinary cell membrane.

A selectivity filter with the most essential function is 75 to 79 residues, with O
that placed towards the center of the pore. A pore helix forms the pore. This pore
helix consists of 62 to 75 residues. An outer helix consists of 22 to 62 residues, the
inner helix has 79 to 124 residues. Figure IlI-1 (a) shows how potassium passes
through between the selectivity filter. Five oxygens per each chain stabilize
potassium ions in channel [33, 34]. Water and potassium ions pass through
alternatively between selectivity filter as equivalent to the movement of traditional
potassium ions. Figure III-1 (b) shows all four chains are symmetrical. It can also
show that potassium ions can pass through the selectivity filter since the pore has

a suitable space.
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1.2. RMSD of each helix

(a)
0.8 T T
Selectivity filter Helix

/-\0.6 ‘ .
°< |
= A
=AM
,l|]]£m‘JI;|L-iinlhl i L -

MU ["""""!fl'll["qlr nulmwmw

1L

s 30 60 90
Time (ns)
(b)
0.9 T I
Pore Helix

“d ; | il,h |

Y TR T R
il | L

2 | |
035 30 60 90
Time (ns)

29



(c)

2.2 ; |
Inner Helix
148
<
214 ' . !
=
7
1.0{F |
0.60 310 6[0 |
Time (ns)
(d)
1.9 . &
Outer Helix
~~ ].5 — '
: Fmm
Q i i " | [
E . '_'- i ,l||“ llilx i . :“l ”r. l: Jlll
= VT
’[ I

. ]

30 ) 60
Time (ns)

30

90



(e)

T T
1.6
< | ‘
o l il I
a 1| l A Ll
= 1.2} w i
o
| 1
0.8, 20l 60 90
Time (ns)
(f)
U : - Selectivity filter
T hoerHen
2.1k — gmi{}:e]i‘x N

1.4 A)" ?‘W\' rﬁg\; l“u’ﬂw M' A
U

RMSD (A)

j
| " 1] }‘-« Bielyshaied
e l]rln“w r‘vvhm LI n\' -‘“h-u “rr wwﬂmm—.

| 1
00 30 ) 60 90
Time (ns)

Figure III-2. RMSD of potassium channel: (a) Selectivity filter (b) Pore helix

(c) Inner Helix (d) Outer Helix (¢) Whole backbone (f) Comparison of all RMSD
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We measure RMSD (i.e. routine mean square deviation) for the helical domain of
the KcsA channel. Figure I1I-2 shows the RMSD values of the various helical
regions of (a) selectivity filter helix, (b) pore helix, (c) inner helix, (d) outer helix,
and (e) whole protein. The red line in from Figure III-2 (a) to (¢) represents each
mean value. The average value of the selectivity filter helix is 0.384 A, the average
value of the pore helix is 0.531 A, the average value of the inner helix is 1.403 A,
and the average value of the outer helix is 1.215 A. This means that the closer the
helix is to the center of the channel, the more stable it is. In addition, unlike each
other helix RMSD value, the RMSD value of the selectivity filter helix decreases
suddenly at 30 ns and becomes stable after 30 ns. We investigate why the RMSD

value of the selectivity filter helix is stable in Section 1.3.
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1.3. Distance between selectivity filter and potassium ion
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(c) Chain C
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Figure III-3. Distances of three potassium ions (K1, K2, and K3) with respect to Thr75,
Val76, Gly77, Tyr78, and Gly79 inside selectivity filter
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We measure a distance between potassium ions and water passing through the
channels for 90 ns. Since KcsA has a tetramer structure, we expect that each
distance from each potassium ion to adjacent residue has the symmetrical length.
Measurement results show that the distance values K3 and Thr75's carbonyl
oxygen (black) have a very symmetrical pattern; see Figure III-3. One thing we
can observe is that all distance values suddenly decrease at 35 ns and then return
to the previous values a few nano seconds later. And then it happens again at 43
ns; see Figure III-3. Also, the distance between the carbonyl oxygen and K2 in
Val76 (red) and Gly77 (green) changes drastically after 43 ns. Moreover, the
distance between K2 ions and Gly77’s (green) carbonyl oxygen shows a
symmetrical pattern. However, the distance between K2 ions and carbonyl oxygen
in Val76 (red) shows an asymmetrical pattern for each chain; see Figure III-3. Let
us focus the distance patterns of carbonyl oxygen in K2 ions and Val76 (red) in
Figure III-3. We can see that the distances of chains B and D are relatively shorter
than those of chains A and C. This means that the position of potassium ion K2 is
skewed towards chains B and D, since the position of each chain does not change
much. The potassium ion K1 coordinates with carbonyl oxygen of Tyr78 and
Gly79; see blue and orange lines in Figure I1I-3. Commonly, the distance between
three potassium ions of the selective filter helix and adjacent residue changes

drastically at 43 ns.
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GLY79

TYR78

Figure I1I-4. Snapshots of three potassium ions (K1, K2, and K3) with respect to
Thr75, Val76, Gly77, Tyr78, and Gly79 inside selectivity filter at 43.38 ns (Cyan) and
43.44 ns (Green) snapshot. For clarity, waters are not shown
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Figure I11-4 is compared with two snapshots before and after a sudden change in
the distance of potassium ions and adjacent residues. As a result, there is an abrupt
movement in the coordinate of potassium ions with adjacent residues at ~43 ns.
Figure 111-4 shows the relative position of potassium ions before (cyan) and after
(green). There is a time interval of 0.06ns. During this time interval, we obtain the
velocities of three ions K1, K2 and K3 by using the movement of potassium ions.
It was calculated in turn at about 5.67 m/sec, 4.25 m/sec and 2.37 m/sec,
respectively. This shows that the closer the ions are to the inside of the cell, the
slower the velocity becomes. Potassium ions in the selectivity filter helix move at

the same time.
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1.4. Correlation map with ion change
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Figure III-5. Correlation map between the two KcsA structures at (a) 43.38 ns, (b)
43.44 ns, (c) the difference between (a) and (b)
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In this section, we investigate how potassium ions are affected by the whole area.

The correlation of maps (factories) is as follows,

(ri(®O—-< 1) >)(rO-<1;,0) >)

Ci' =
) J(< Tiz(t) > —< T'l-(t) >2) — (< T'l-z(t) S —< T'i(t) >2) (233)

where 7;(t) and 7j(t) are the atomic locations of that it" and j* Ca atoms,

receptively at time t. 7;(t)—< 1;(t) > corresponds to the fluctuation of i Ca
atoms. We use this to obtain correlation maps. Figure I1I-5 shows correlation maps
of the Ca atoms (a) before and (b) after these "movement processes", 43.38 ns

43.44 ns respectively.

According to the above equation, the correlation (factor) values are in the range
of -1 to +1. These two values mean that they move in the opposite to each other.
In other words, positive values mean "correlation movement" between residues,
and negative values correspond to "correlational opposite movement" between
residues. Figure I1I-5 (c) shows the transition process before and after. And it can
be seen that the correlation of potassium ions is observed throughout the channel

protein, not only in certain areas.

In particular, we observe that the inter-domain correlation between chains A and
C, and chains A and D shows correlated movements. Conversely, the inter-domain
correlations between chains B and C, and chains B and D shows anti-correlated

movements. The analysis of correlation maps also suggests that the potassium ion
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movement takes place in the same way in the entire region of the channel protein.
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1.5. Movement and change of KcsA internal potassium and water

molecules

Figure III-6. Movement and change of KcsA internal potassium and water molecules
at time (a) 3.6 ns, (b) 17.3 ns, (c) 43.38 ns, and (d) 43.44 ns
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In this section, we study the movement of certain water molecules and potassium
ions within the selectivity filter helix during 90 ns. Figure III-6 shows the
snapshots that we observe the significant movement at time 3.6 ns, 17.3 ns, 43.38

ns, and 43.44 ns, respectively.

The water molecule (W1) between K1 and K2 maintains its position during the
movement of potassium ions. When potassium ions rise, the water molecule (W1)
also rise; see Figure III-6. On the other hand, since the water molecule (W2)
between K2 and K3 appears to be very unstable, then W2 escapes form the
selectivity filter during the upward movement of potassium ions. After escaping,
W2 does not come back and move to the cluster in a capacity in the channel; see
Figure I1I-6. This is expected that because potassium ions and water molecules are

not actively moving, as opposed to the KcsA channel.
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IV. Conclusions

Ion channels are the basis of nerve and muscle activities. It is biologically
important to observe its structure and dynamics. Especially, KcsA plays a key role
in the conduction of potassium ions. Interaction between residues of potassium
channels and potassium ions is critical in ensuring high selectivity for the rapid
and passive diffusion of potassium ions. We studied the movement of ions in a

channel in a certain environment.

We performed molecular dynamics (MD) simulations to observe the moving of
potassium ion with high concentration system. Also MD simulation is an interface
between theory and experiment. We have created a 400mM KCL system with no

membrane potential.

We modified KcsA channel structure that three potassium ions and two water
molecules are aligned alternatively. Also, we measured RMSDs for helix domains
of KcsA channel. RMSDs is more stable as it was close to the pore. Moreover, we
investigated the distances of potassium ions and residues of the selectivity filter
helix for tetramer chains. Potassium ions move up and down simultaneously on

the channel and the distance of potassium decreases suddenly at 43 ns.

We found that the sudden changes were because of the movement of potassium
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ions about 43 ns. The closer to the inside of the cell, the slower the velocity of
potassium ions. We looked at the correlation for all Ca atoms undergoing the
changes from 43.38 ns and 43.44 ns. There are correlations across KcsA channels,

not specific regions.

Moreover, we examined how the water molecules in KcsA channel move in a
certain time. Water molecule (W1) rises with ions, but water molecule (W2) is
very unstable. This is different from the typical movement of water molecules in

KcsA channel.
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