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Abstract

An implementation of a nonholonomic mobile robot (MR) control in an
unstructured environment is addressed in this paper. Generally, the MR needs a
reference path before starting its motion. Therefore, a path planning method is
nceded to generate a collision-free path, says. a tracking trajectory. Two of the
path planning algorithms. namely, HIB-based algorithm and polynomial path
planning approach. are introduced. A control system that is composed of software
and hardware is designed to drive the MR to follow the trajectory. The work space
is observed by a ceiling-mounted USB camera, calibrated in advance, as a part of
a computer vision system. By using this system, the environment information is

initially obtained by processing captured images of the workspace. By using the

image processing techniques. the obstacles’ positions are extracted from image
features. This information is indispensable for the path planning process. As the

result. a path, which is generated through a path planning algorithm, plays the role



as a flexible configuration for the MR to reach the given target point. In addiuon,
through the image processing process, the positional information of the MR is
obtained and updated frequently. Thus, the MR is able 1o get the useful inputs for
its nonlinear backstepping fracking controller. The whole control system is
realized by integrating a personal computer (Intel Pentium IV, 2.8Ghz, 1GB Ram).
2 USB camera and PIC-based microprocessors using wireless communication
between high level and low level controllers: the computer vision system,
composed of the USB camera and the computer, is in charge of coordinate
tracking, path planning and control law computing serves as high level control
while the device control. known as the PIC-based microprocessor control, stands

for low level PIC microprocessor control.
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Introduction

1.1 Background, Motivation and Problem Statement

A two-wheeled mobile robot (MR) is suitable for a variety of application in
unstructured environment where a high degree of autonomy is required. The
desired autonomous or intelligent behavior of the MR has motivated an intensive
research in the last decade. To control the MR motion, several researches have
been reported to solve the motion problem under nonholonomic constraints using
the kinematics model of the MR The main objective of the researches is to
construct a control law in which the velocity control inputs are able to stabilize the
close-loop system[s' 61 All these researches considered only the kinematic model
of the MR. and it is assumed that the actual vehicle control inputs can generate a
“perfect veloeity tracking”m. On the other hand, a few later literatures have been
devoted to the problem of integration of the nonholonomic kinematic controlier
and the dynamics of the platformig'1 " That is, a dvnamical extension is necessary
for a good controller. Fierro ef al. proposed a combined kinematic/torque control
law using backstepping control approach“”. This general control structure
generates other control techniques. A torque-computed controller is generated
when the system parameters of MR’s mode!l are known exactly. An adaptive
controller is produced when the system parameters of the MR’s model are
uncertainly known'*'". Nowadays. the controllers such as adaptive or robust ones

are used often for industrial fields because controllers can control the MR

(%)



effectively and keep its stability even in the presence of external disturbances or
the perturbation of system parameters. For all of these controllers, the Lyapunov

theory is used to guarantee the asymptotical stability of the control system.

There are evidences for which the MR needs a good navigation capability to
win a successful performance. A motion controller, therefore, exhibits a
navigation capability when the MR is able to successfully obtain a certain desired
objective. For instance, the desired obj ective is classified into three typical tasks:
trajectory tracking, path following and point stabilization'?. Besides, the MR
needs other capabilities in order to meet a high autonomy requirement for a
rohotic vehicle. One related cxample is the navigation of the MR in an
environment with obstacles. In this application, the MR has to find its own way
from an initial point to a given target. This process is called path planning or

trajectory planning

The path planning is one of the standard tasks in the robot navigation and
numerous works on it have been reportedm’”]. An innovative path planning
approach is necessary to generate a good, reasonable path for the MR. There are
some works considering path optimalitylm* 1819 ¢.g. the HIB-based path planning
method generates the shortest trajectory from an initial point to the targetlml. The
other works concentrate path characteristics, such as smoothness or
continuousness, which facilitate a convenient path tracking (or path following)
controller. A smooth polynomial path can be chosen for the MR’s trajectory
trackingm]. Hence. to get the appropriate path depending on actual requirements.

a planning approach must be developed.

In the vision-based navigation work reported in the past, obstacle avoidance
was carried out using ultrasonic and camera sensors? > Ultrasonic sensor-based
methods take over the control of the robot as long as obstacles are detected in the
vicinity. The control is then handled back to vision-based processing once the

obstacles are no longer a factor. While it is expedient to use ultrasonic sensors in



such a manner, where the ultrasonic sensor-based and the vision-based navigation
controls are alternated according to actual situation, it is empirically more
interesting to use merely vision-based processing for obstacle avoidance. This can
be supported by several of reliable vision systems developed recentlym'zgj. At the
matter of fact, a good computer vision system can extract accurately image
features from a captured image. These image features are then processed to obtain
usefu] information. In a previous work of Dixon ef al., by using an un-calibrated
computer vision system, a mobile robot was controlled by applying work-space-
to-camera-space transformation approach. That is, the control closed-loop 1s
closed in the camera-space instead of the work-space. Nevertheless, it 1s not
straightforward to handle this method due to the implementation of a complicated
transformation between the work-space and the camera-space in order to control
the MR. Besides. the work-space position of the MR is unknown, rather, only

pixel coordinates in the camera-space are known.

In fact, it is very difficult to obtain an Instantaneous Cartesian position of a MR
in its work-space by using the computer vision system. Fortunately, this can be
solved by developing a mapping technique to a computer vision system with a
single CCD camera. Specifically. in this paper, a single USB camera is applied to
the system with prior calibration steps. Then. a pin-hole lens model 1s applied to
the camera system to express the transformation from the work-space to the
camera-space. An inverse mapping technique is developed to determine the

Cartesian coordinates of an interesting point in the work-space.

1.2 Contribution to the problem and scope of application

This paper is presented specifically to solve the obstacle avoidance problem of
4 wheeled mobile robot. Our aim is to incorporate path planning and tracking

controller of the MR. The concept of this work appears partly in a few recent

[20-31]

literatures and there are still remained some interesting technical



problems. such as localization techniques or navigation controllers of the MR, that

are needed to be realized.

This paper’s contents especially support to the use of a computer vision system
1 order to facilitate the MR control. This paper also employs several path
planning approaches, e.g. HJB-based and polynomial path planning approach. 1n
order lo generate a reference trajectory for the MR. There are some unreal
assumptions in the paper: actual size of the MR is larger than that used in the
simulation and zero obstacle height is assumed. However, the outcomes of the

experimental realization demonstrate the effectiveness of the control method.

In this paper. it is assumed that all the obstacles are located at fixed positions 1n
the screen range of a ceiling-mounted USB camera in a computer vision system.
By using this system, the environment information is initially obtained by
processing a captured image of the workspace. The obstacles® positions are
obtained from the image features of the obstacles. Also, the instantaneous
Cartesian coordinate of the MR is able to be obtained by processing similarly to
the image features attached to the MR. As the result, a path, which is generated by
the path planning method. plays the role as a flexible reference trajectory for the
MR to reach the given target point. In addition, the visioning system is used for
frequently updating MR’s position and orientation that are needed by the

nonlinear backstepping trajectory tracking controller.

The approach to the computer vision system has remarkably facilitated the
good navigation of the MR. It should be noted that all the necessary parameters
for the vision system are obtained through a calibration process. In this process, a
pin-hole lens model is applied to the USB camera in order to formulate the
transformation between work-space and camera-Space. Specifically, an inverse
mapping technique is developed to determine the Cartesian coordinates of an

image point in the space.



In order to realize the nonlinear backstepping controller that is designed to
track a reference path“”. design and development for the hardware and software
are indispensable tasks. The developed control system is based on the integration
of a personal computer (Intel Pentium 1V, 2.8GHz, 1GB Ram), a USB camera and
PIC-based microprocessors using wireless communication between high Jevel and
low level controllers: the high level control which consists of the USB camera and
the computer, known as the computer vision system, is in charge of coordinate
tracking. path planning and control law computing, while the device control
which is known as the PIC-based microprocessor control stands for low level PIC

microprocessor control.

To drive the MR tracking the reference trajectory, the PIC-based servo
controller is developed. This controller is composed of two modules that
communicate with each other via 12C. One module acts as a master while another
acts as a slave. The master microprocessor, which receives the signal from the
central computer via Bluetooth wireless communication module Promi SD202,
directs the control commands to the slave microprocessors to drive the left and
right motors. The motors are driven via LMD18200 dual full-bridge driver. The
simulation and experimental results show the good tracking control performance

and the effectiveness of the proposed method.

1.3 Summary Outline

This thesis consists of nine chapters. The content in each chapter are

summarized as follows:



e Chapter I: Introduction

A complete statement of the problem. the background and reasons for
conducting the study, the contribution of this research, and the summary

outline of contents of this thesis are introduced.

o Chapter 2: A Non-holonomic Wheeled Mobile Robot

A kinematic and dynamic model of a two-wheeled mobile robot are

presented.

o Chapter 3: Ceiling-mounted Camera System

A powerful means of visual localization is integrated into a computer vision
system with a ceiling-mounted camera. In this system, a single CCD camera
is employed to capture images of the work space. The images are then
processed to obtain useful information such as obstacles positions, mobile
robot position and orientation. etc. Also, the computer vision systems with

calibration and mapping approaches are introduced.

o Chapter 4: Obstacle Avoidance Path Planning Approaches

Two of the path planning algorithms. namely, the Hamilton-J acobi-Belman
Equation based algorithm and the polynomial path planning approach, are

presented. Simulations are shown for the two methods.

o Chapter §: Trajectory Tracking Controller Design

A nonlinear trajectory tracking controller is designed based on the

backstepping control design for kinematic/dynamic model of the MR.



Chapter 6: Hardware Design and Implementation

A USB camera system and the PIC-based mobile robot controller is

presented. The experiment method is infroduced.

Chapter 7: Simulation, Experimental Results, and Discussions

Show and discuss the simulation and experimental results. Also, the

conclusions are given.

Chapter 8: Discussion and Conclusions

Summarize the results of this thesis.

Chapter 9: Appendices



2

A Nonholonomic Mobile Robot

In this chapter, the kinematics and dynamics models of a two-wheeled mobile
robot under the nonholonomic constraints are constructed, step by step. Using this
model, the kinematic and dynamic controliers are able to be derived. In addition,
the mobile robot control application in an unstructured environment is dug up

through concise analyses.

2.1 Wheeled Mobile Robot and Its Application

A two-wheeled mobile robot is suitable for a variety of application in
unstructured environments where a high degree of autonomy is required. The
desired autonomous or intelligent behavior of the MR has motivated an intensive
research in the last decade. A specific application to the obstacle avoidance
mobile robot has been raised much concern recently. That is, a mobile robot must
be able to avoid both static and dynamic obstacles in order to get a target. This
essential task often relies on navigation means such as ultrasonic or computer
visions. The vision systems are passive and can provide lateral and depth
resolution exceeding that of ultrasonic devices?!. For a computer vision system
equipped with a CCD camera, some calibration steps must be carried out prior to
operation in order to successfully observe the work spac:e[3 3 Consequently, a

mobile robot can have its path planned and tracked basing on the information

10



obtained by the navigation devices simultaneously. The problem of path planning
and computer vision will be discussed consecutively in the followed chapters.

First. let us discuss about the modeling of a wheeled mobile robot.

Much research effort has been oriented to solving the problem of motion under
nonholonomic constraints using the kinematic model of a mobile robot. All the
controllers for kinematic model assume 1o have a “perfect velocity tracking™ That
is. velocity control inputs are proposed to stabilize the close-loop system. In
practice one almost always controls forces and torques that actuaters should exert
instead of velocities. Therefore, in the next section, a complete system which

consists of both kinematic and dvnamic models will be described.

2.2 Modeling of a Wheeled Mobile Robot

2.2.1. Kinematic Equations

The mobile robot with two actuated wheels is depicted in Fig. 2-1. 25 is the
width of the mobile robot and 7 is the radius of the wheel. O-XY is the world
coordinate system and C-xy is the coordinate system fixed to the mobile robot. Let

us fix some notations:
m.. mass of the vehicle without the wheels.
m,. mass of a wheel.

d.  displacement from the point C to the mass center of the mobile robot.

which is assumed to be on the axis of symmetry.

I:  moment of inertia of the vehicle without the driving wheels and motor

rotors about vertical axis passing through the point C.

I,-  moment of inertia of each driving wheel and the motor rotor about the

wheel axis.

1, moment of inertia of the wheel about a wheel diameter.

11
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Fig. 2-1 Mobile robot with two actuated wheels

The configuration of the mobile robot can be described by five generalized

coordinates! '+,

q:[x:_}’ad)"erﬂ"e/]]" :[qI/ er 6/]7 (2'1)
where (x, y) are the coordinates of C In the world coordinate system; ¢ 1s the
heading angle of the mobile robot; and 6, and 6, are the angles of the right and
left driving wheels. q] = [x, y,(b] is a sub-generalized coordinate when only three

states x. . ¢ except 0,. 6, are concerned. The kinematics of the system can be

written as follows:

X costp Ol
d,=|i|=|sing O] 1=8(aW (2.2
b o 1



with

cosdp O
. v
S!(ql): sing 0 "’zl: 1
0 1 ©

where v. o are tangential and angular velocity of the MR’s center, the point C.

v is considered as control input of the kinematic model (2.2).

In fact. it is intuitive to regard the control inputs as the angular velocities of left

and right wheels of the MR, denoted by v, and v, respectively. The relationship

between [v,o] and lv..v, 1" is the following:

—
- <
[
If
~ | —_ |
ol
—
e <
[

Therefore. with a given control command [v.o] . one can obtain the direct
control command to the right and left wheels by using Eq. (2.3).

From kinematic system (2.2), the system must be derived from a non-

holonomic constraint;

—Xsin$+ycosdb=0 (2.4)

which states that the vehicle can not move in the direction perpendicular to the
symmetric axis of the vehicle directly, that is. the velocity of € must be in the
direction of the axis x. Furthermore. Eq. (2.3) is resulted from the assumption that

the wheels roll and do not slip. expressed as follows



)&cos¢+ysin¢+bd) =9, (2.5)
tcosd+ ysing—bo = rb, (2.6)
Subtracting and adding of Eqgs. (2.5) and (2.6) yield

2b6 = (6, -6,) 2.7)
. . P g
xcos¢+ysm¢:;(@/_+9/) (2.8)

It is clear that Eq. (2.7) can be integrated with appropriate initial conditions. As

the result. it is guaranteed that ¢ depends on 0, and 6, as follows

o=—(0,-9,) (2.9)

Therefore, ¢ can be eliminated from the generalized coordinates. Without loss
of generality. it is shown that q = [x, v.8,.6, ]7 . It turns out that Eq. (2.8) is

another non-holonimic constraint since it cannot be integrated to obtain an explicit
relationship among coordinates. The two non-holonomic constraints (2.4) and

(2.8) are expressed in matrix form as follow

Alglg=0 (2.10)

14
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it O
—_

SR
| I

Then. the state space realization of a non-holonomic mobile robot can be
established

q=S(gm (2.12)

where 1 = [9,‘.,9,]7 =[v,.v,]. S(q) € R* is a matrix whose columns are in the

null space of Alg), ie.. A(q)S(q)= 0 . The specific choice of S(q) is as follow

F%cosd) %cosd)j

S(q)=[s,(a) s.(a)]= gsin(p %sin«b (2.13)
1 70
L 0 1 |

Hence, the kinematic model of a mobile robot can be expressed either by
Eq.(2.2) or Eq. (2.12) since Eq. (2.2) can be obtained by substituting Eq. (2.3) into

Eq. (2.12) and using constraint (2.7) to derive ¢ from 6, and é, :

2.2.2 Dynamic Equations
The Lagrangian equation is used to establish equations of motion for the

mobile robot. The total kinetic energy of the mobile platform and the two wheels

18

15



K= %m(x2 +92)+ m dp(cosd - ising)+ %Ajﬁ +%1w(e,’-, +67) (214

where m=m_+2m, (2.15)
I=1+2mb*+2I, (2.16)

Lagrangian equations of motion for the non-holonomic mobile robot system
are governed by M. R. Reinhardt"”

oK) oK
AR\ _OR i —agh,,  i=ll.d (2.17)
di\dq, ) aq, o

where g, is the generalized coordinate, T, is the generalized force, a, is from the

constraint Eq. (2.11), and A, ,%, are the Lagrangian multipliers. Substituting the

total kinetic energy Eq. (2.11) into Eq. (2.12), the followings are obtained
mx —m, d(d) sind + ° cosd))z h,sing + A, cosd (2.18)

mi +m dl§cosh -7 sing)=—, cosg+2, sing (2.19)

a2 2 Iz

r y " reo
m d—{Vcosh— ¥Xsi +| 1 +1. 8 —I—0, =1, ——h,
¢ b (}’ ¢ X n¢) [ 41)1 \|) ! 4[7: ! i 2

(2.20)

2 4b2

r rlo r? 5 r
—-m d—Aycosp—Xsin¢)—1 0 +| I +1. 18, =1, ——*4, (2.21
‘ 71)() ¢ ¢) ap [ u-]! T PNE ( )

16



where t=]t, t,|' are the torques acting on the two wheels. The

Egs. (2.18)-(2.21) can be written in the matrix form

M(q)i + V(g.d)=E(q)r - A" () (2.22)
where A(q) is defined in Eq. (2.11) and
i - ’ ]
m 0 - m, Ld—sinq) m, Lcisindp
2b 2b
0 m m, g%,cosq) -m, % cosd
Mla)= _ 3 o (223)
rd . rd 7 !
—m, —sing m,—cos¢ [—5+/1 - .
26 2b 4h* 4b°
m, ﬂsinq) —m, iﬂgc‘osq) 7 - i —+1,
2b 2b 4b? 4b° !
—m d’ cosd 0 0
Viq.9) = ”mtd‘gz sing | fi(q) = ? 8 ,»{;:‘} (2.24)
0 0 1 )

Therefore the dynamic equations of the system is expressed into Eq. (2.22).
However. it would be more convenient if the Lagrangian multipliers are

eliminated from Eq. (2.22). Then the derivative of the Eq. (2.12) vields

j = Sla)+ Sl (2.23)

Now. by multiplying the both sides of Eq. (2.22) by S$’(q) and noticing that
S'(q)A‘ (g)=0 and S (q)E(q) = 1,.,. the following is obtained

17



" (qM(g)i+S' (@Vig.a)=T (2.26)

By substituting Eq. (2.25) into the above equation, the following is obtained

$" (gM{q)S(g)+8’ (aM(gBS(an+S’ (@V(a.9)=" (2.27)

Adding the unmodeled parts and the estimated disturbances 10 Eq. (2.27), the

following is obtained

Mi+V@n+F+T, =7 (2.28)
where
r2 :
. 0 — m, dd
V=l . (2.29)
——m_ d 0
2b

B r (mb* + 1)+ 1, T mp” - 1)
M =S (@Masla)=| S (230)
" (mb? - 1) Z"}-;(mb2 I+,

2

T, represents estimated disturbance with bounded value of unknown parameters.

F(n) represents friction vector against dynamics.

18



Therefore, the complete dynamics of the mobile robot consists of the kinematic

steering system Eq. (2.2). extra dynamics Eq. (2.28) and Eq. (2.3).

19
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Ceiling-mounted Camera System

In this chapter, the camera system is shown. The role of the system is to get the
position information of the objects in the work space. This information is very
useful for the controller of mobile robot to calculate the velocities or torques
commands that are exerted on actuators. Also the locations of the obstacles can be
obtained by the path planning algorithm. Before putting into operation, the camera
needs to be calibrated in order to get familiar with the environment that it
observes. Therefore, the content in the following sections describes features of a
calibrated camera system, the calibration approaches and the mapping between a
3D Cartesian coordinates point and an image point. As the result, the OpenCV

library is adopted as a calibration means for our implementation.

3.1 Calibrated Camera System

A camera system should needs certain calibrated parameters before putting into
operation. There are two kinds of parameters, namely. extrinsic and intrinsic

parameters. The calibrating process helps to determine a set of parameters that

prescribe the mapping between 3-D reference coordinates and 2-D image

coordinates. Several advanced methods for camera calibration are found from the

[38. 39]

literatures The following descriptions will help a more insightful

understanding of the system.



3.1.1 Notation
Ce—r" Projection center C

|

Camera frame C———_

Image point X

Image plane I1

World frame O

Fig. 3-1 Pinhole camera model
A 2D point is denoted by m=[uv] . A 3D point is denoted by
M =[X,7.Z]". ¥ is denoted as the augmented vector by adding 1 as the last

element of an vector: @ = [u.v,]] and M =[x.7.Z1] . A camera is modeled by
the usual pinhole: the relationship between a 3D point M and its image projection

m is given by

sm=A[R t]M (3.1



where s is an arbitrary scale factor, (R,t), called the extrinsic parameters, is the

composition of a rotation matrix and a translation vector, which relates the world
coordinate system to the camera coordinate system, and A, called the camera

intrinsic matrix. is given by

<O T2 =2
-

with (uo,v,)) is the coordinates of the principal point. o and B are the scale

factors in image » and v axes, and y is the parameter describing the skewness of

the two image axes.

3.1.2 Homography Between the Model Plane and Its Image

Without loss of generality, it is assumed that the mode! plane is on Z =0 of
the world coordinate system. Let’s denote the i column of the rotation matrix R

by r . From (3.1), the following is obtained

X
U Y X
s\ v =A[r| r, r, t] 0 —A[rI r, t] Y
1 1

M = [X. Y]w can be expressed since Z is always equal to 0. In turn, M = [X, Y,l]r .

Therefore. a model point M and its image m is related by a homography H:



sin=HM with H=Alr, r, t]. (3.2)

Clearly, the 3x3 matrix H is defined up 1o a scale factor.

3.1.3 Constraints on the Intrinsic Parameters

Given an image of the model plane, an homography can be
estimated (Appendix A). Let’s denote it by H=[h, h, h,] From (3.2), the

following is reduced

[hl h, hs]:KA[rl r, t],

where % is an arbitrary scalar. By the fact that r, and r, are orthonormal, the

following are obtained

h/A"A'h, =0 (3.3)

h/A"A'h, =h;A~"A'h, (3.4)

These are the two basic constraints on the instrinsic parameters, given one
homography. Because a homography has 8 degrees of freedom and there are 6

extrinsic parameters (3 for rotation and 3 for translation). only 2 constraints on the

intrinsic parameters are obtained. Note that A" A™ actually describes the image

of the absolute conic! "

)
(]



3.1.4 Solving Camera Calibration
3.1.4.1 Closed-Form Solution

l.et

B, B,
B=A'A"'=|B,, B, By
~ By, By, By -
s X VoY — 1P
o’ a’P o’p (3.5)
v ] vy —uB) vy
2B op? P o p? B2
VoY — P B 'Y(VU'Y ”“(JB) Y (VUY '”0[3)2 Jr_i_F]
] o’ P o B’ ik o*p? B |
Note that B is symmetric, defined by a 6D vector
b= [BHeBm-BzzeBtstzz-Bss]T (3.6)

Let the i column vector of H be h, :[h”,h,z,h,s]r. Then, the following is

satisfied
h/Bh, =v,b (3.7)

with

v, = [hait, gy b T kR k|

3T g2



Therefore. the two fundamental constraints (3.3) and (3.4), from a given

homography. can be rewritten as 2 homogeneous equations in b:

‘]{2 _
{(VH _sz)y }b_o G:8

If n images of the model plane are observed, by stacking such » equations as

(3.8), the combination is expressed as

where Vis a 21 X 6 mairix. If # 23, then a unique solution of Eq. 3.9, b. s

defined up to a scale factor. If n=2. the skewless constraint y=0, i.€,
[O.l,0,0,0,0]b =0, can be added as an additional equation to (3.9). If n=1, only
two camera intrinsic parameters, e.g., o and B, can be solved when u,,v, are
known (e.g., at the image center) and y=0. The solution of (3.9) is well known

as the eigenvector of V'V associated with the smallest eigenvalue. Once b is
estimated. all camera intrinsic matrix A can be computed. See Appendix B for the

details.

Once A is known. the extrinsic parameter for each image is readily computed.

From (3.2). the solution is given

rhr=*A'h;r,=rATh,; r,=rxr; t= +A'h,



with % =1/]A™h,|=1//A"'h,

. HH is defined as the two-norm of a vector. Of

course. due to the noise in data. the computed matrix R = [r,,rz,r_;] does not in

general satisfy the properties of a rotation matrix. Appendix C describes a method

to estimate the best rotation matrix from a general 3 X 3 matrix.

3.1.4.2 Maximum Likelihood Estimation

The above solution is obtained by minimizing an algebraic distance which is

not physically meaningful. It is refined through maximum likelihood inference.

Assuming » images of a model plane and m points on each model plane are
given. In addition, assume that the image points are corrupted by independently
and identically distributed noise. The maximum likelihood estimate can be

obtained by minimizing the following function:

nom

J, :ZZ

i=1 j=1

2

m, —m(A.R,.t,.M ]

(3.10)

where lﬁ(A,R,,t,,M ) is the projection of a point M, in image i, according to

Eq. (3.2). A rotation matrix R is parameterized by a vector of 3 parameters,
denoted by r. The vector is parallel to the rotation axis and its magnitude is equal
to the rotation angle. R and r are related by the Rodrigues formulal*'l,
Minimizing (3.10) is a nonlinear minimization problem. which is solved with the

Levenberg-Marquardt Algorithm as implemented in Minpack!*?!. It requires an
initial approximation of A,{R,.t,ji=l....n{ which can be obtained using the

technique described in the previous subsection (3.1.4.1).



3.1.4.3 Dealing with Radial Distortion

Up to now. lens distortion of a camera has not been considered. However. a
desktop camera usually exhibits significant lens distortion, especially radial
distortion. In this section, the only consideration is the first two terms of radial
distortion.

Let (u.v) be the ideal (nonobservable distortion-free) pixel image coordinates,
and (L"tff) the corresponding real observed image coordinates. The ideal points are
the projection of the model points according to the pinhole model. Similarly,

(x.,y) and ()E,jf) are the ideal (distortion-free) and real (distorted) normalized

image coordinates. The relations are given!®!

X :x+x[kl(x2 +y2)+k2(x2 +y’ )2]
F=y otk (e w37 b 37

where & .k, are the coefficients of the radial distortion. The center of the radial
distortion is the same as the principal point. From & =y, + o.¥ +7.¥; v = v, + By

and ¥ =u, +o.x +7.y; v=v, + Py the followings are obtained

SR R N ) M S PR (3.11)

2

fove(vov e b 47 ) (e + 7)) (3.12)



Estimating Radial Distortion by Alternation.

As the distortion is expected to be small. one would expect to estimate the other
five intrinsic parameters, using the technique described in sub-section (3.1.4.2),
reasonable well by simply ignoring distortion. One strategy is then to estimate

k,.k, after having estimated the other parameters, which will give us the ideal
pixel coordinates (u,v). Then, from (3.11) and (3.12), two equations for each

point in each image are given as

(-, No? +37) (-, N +y2)2w }:[u —u}

1
(“_V())(xz +y2) (V—‘»’(.)(x2 +y? )2 ks vy

Given m points in n images, all equations can be stacked together to obtain

2mn equations, or in matrix form as Dk =d ., where k = [k,.k,] . The linear-

least-quares solution is given by
k=(D'D)'D'd (3.13)

Once k, and k, are estimated, the estimate of the other parameters can be
refined by solving (3.10) with @(A.R,.t,.M ) replaced by (3.11) and (3.12).
These two procedures can be alternated until convergence.

Complete Maximum Likelihood Estimation.

Experimentally, the convergence of the above alternation technique is found being
slow. A natural extension to (3.10) is then to estimate the complete set of

parameters by minimizing the following function
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Z ‘I\ ﬁl(A‘kl‘kQ'R/*tlﬂM/]ra (314)

.H M"

where ﬁl(A‘kl K, R, M ,) is the projection of point M  in image i according

to Eq. (3.2), followed by distortion according to (3.11) and (3.12). This is a
nonlinear minimization problem, which is solved with the Levenberg-Marquardt
Algorithm as implemented in Minpack. A rotation matrix is again parameterized

by a 3-vector r as described in sub-section (3.1.4.2). An injtial approximation of

A and {R =1 } can be obtained using the technique described in sub-

section (3.1.4.1) and (3.1.4.2). An initial approximation of &, and k, can be

obtained with the technique described in the last paragraph, or simply by setting
them to (.

3.2 OpenCV Calibration Approach

In this section the calibration approach proposed by Jean-Yves BouguetW] 15
presented. The internal camera model is very similar to that presented above and
the mode! used by Heikkila and Silven®*!. The lens distortion includes 5 terms,
denoted by k = [k, ok kg ks ]’ The three additional terms represent tangential
distortion coefficients, while the first two terms are radial distortion coefficients
as stated before. The tangential distortion is due to “decentering”. or imperfect
centering of the lens components and other manufacturing defect in a compound
lens. The relationship between (x,y) and (¥.7), being the ideal (distortion-free)

and real (distorted) normalized image coordinates respectively. is as follows

X= [l +krt + kot kir(‘]x+ 2,’fgxy+;fc4(r2 +2x2) (3.15)



b=kt = ko ok + 207 )+ 2k, (3.16)

where 2 =x2+1°. From @ =u, +oa¥+yp and v =v, +pj . the relationship
between (1.v) and (iZ.%), being the ideal (nonobservable distortion-free) pixel

image coordinates and the corresponding real observed image coordinates, is as

follows

i =u+(u “uo)(klrz + kot +k5r(’)+ k3[20txy+y(r2 +2y2)]

(3.17)
+k, [m(r2 +2x° )+ 2yxy]
vt (o v Nl + ort kg )4 kBl - 207 )+ 2k, By (3.18)
The equation (3.17) and (3.18) can be expressed into matrix form as follow
, s k, u-—u
JER 2axy + y(r* + Zy') oc(r‘ +2x~)+ 2yxy o Lk,
- : u—1u
u—u, U=y ki |= 1-,_1?
2 4 2 o) /_2 o) ; 0 k
reor B(l + 23 ) 2px) T ki _—
(3.19)

The above equation can be used to estimate the distortion coefficients by

applving the method presented in section 3.1.

3.3 Inverse Mapping
The inverse mapping is a technique to compute the coordinates of a 3D point

M =[x.¥.Z] in the space from the observed pixel coordinates m =la.v] .



There are two steps. First, the normalized image projection vector
X :[x. y]f should be determined by the inverse mapping with the intrinsic

parameters and the observed pixel coordinates. Second, the actual coordinates of a

point M can be obtained by the inverse mapping with extrinsic parameters.
normalized vector x = [x, y]y' and an arbitrary scalar s. In fact, a m = [ﬁ,\T]T and

i . . . .
X = [x, y] may consist of more than one point coordinate M because there exist

an arbitrary scalar s. Therefore., one more step is needed to determine the most
suitable scale factor for each point M in the space. This task is not easy and time-
consuming, so it is necessary to carry out several experiments with the camera

system.

<The first step>

The internal coordinate mapping is realized by using the following equation

=
-
=

X (3.20)

o @ =2
=
S
i
-
e

From above equation, get X =A"'m and substitute it to (3.135) and (3.16) to find

x =]

<The second step>

External coordinate relationship, which relate the world coordinate to the

camera coordinate system. is given in the following equation



SM:[R tjM = RM+t (3.21)
i
sx —1,
One can get M=R"sy—1, (3.22)
§—1,
where t= [r, ,12,13]7‘

Through the experiment, it is shown that a planar surface which parallels to the
projection plane contains points mapped with a common scalar s. Therefore, a
camera should be set up with an appropriate orientation to observe a certain planar
surface. The grid extraction from the surface is necessary to estimate the extrinsic
parameters and scale factor s as well. Once R, t and s are obtained. M 1is

computed by substituting them in Eq. 3.22.



4

Obstacle Avoidance Path
Planning Approaches

The motion planning is a standard task in the robot navigation field and there can
be found numerous works on it * 1 In this chapter. two well-known
approaches are shortly introduced for this essential task. These approaches are to
generate a collision free reference path for obstacle avoidance of a mobile robot.
Throughout this chapter, the obstacle avoidance problem concerning path
optimality is specifically addressed. In the first approach based on Hamilton-
Jacobi-Bellman Equation, path length is subject to be optimized. In addition, a
remarkable high of path generating rate makes it possible for online application
wherein the path is modified by prompty following any change of obstacle
arrangement. The second approach. namely, the polynomial path planning, is to
generate a smooth polynomial path. The smooth characteristic of the path permits
the mobile robot to obtain a good tracking performance. Also, in the second path
planning approach, the generated path must be the shortest among collision-free

polynomials.

4.1 Hamilton-Jacobi-Bellman Equation Base Algorithm[m

4.1.1 Hamilton-Jacobi-Bellman Equation
Consider a curve a(s)e R” with s is the arc length and u(s) represents a point

on the curve with respect to the accumulated length s from the origin «, .

Differentiating the curve with respect to s yields the path tangent @, € R":

(%)
|9



du‘(s) —a @1
ds
Here are some constraints prescribed to the curve als):
/‘ dy
P L . 42
‘ ds ds
a(0)=a,
(4.3)
‘1(5: ): @,

Treating distance s as time / and the tangent vector a, as the control u,

Eq. (4.1) can be written as the first order dynamical system

a=u; a.uc R" 4.4)

The shortest path problem is formulated as the following time-optimal control

problem:

Iy
]

min J]dt

u

(4.5)

Constraint (4.2) and boundary conditions (4.3) can be expressed into
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ul =1 (4.6)

a(()) =a,
(4.7)
u([ y ): @,
and obstacle constraints: g(u) =0 ge R" (4.8)

where m is known as the number of obstacles.

In addition. it is assumed that the free space is connected, and that the obstacles
are nonintersecting. finite in size and not overlapping with the goal. Further,

assume that the obstacles are circular, which implies that g is strictly convex and

differentiable. Therefore, the set of obstacles {O |} is denoted as follows:

0! ={a:gla)<0} (4.9)

Without loss of generality, the problem (4.5), with constraints (4.6), (4.7), (4.8),

and the goal @, , denoted by 0, to be exchanged with the origin @, can be

formulated with Hamilton-Jacobi-Bellman function with state constraints. There

can be found the solution according to Theorem I 141 quoted as follows:

Theorem J1'®8: The control u’(a) is the solution of the problem (4.5) if it satisfies,

the following HIB equation on { R” {01410 § |



min(va (u),u) =-1 (4.10)

From (4.6) and (4.8). where v(a) is a mapping, v(a): {R” \{0} \ {0 }}k—) R', and

satisfies the following constraints:

v(0)=0 4.11)

vi@)>0. a=0 (4.12)

46

return function I tepresenting the minimum distance-to-go to the origin.

Consequently, the solution of (4.10) subjected to the constraints (4.6) is the

optimal control u*(a):

u (e :—M 3
o)== (4.13)

1

Substituting u”(a) into (4.10) yields

v, ()] =1 (4.14)

Substituting (4.13) and (4.14) in the system dynamics (4.4) results in

a=-v,(a) (4.15)



Obstacle free paths are, thus, generated by following —v, (@), the negative
oradient of the refurn function. The return function generates paths that are
globally optimal since v(e) has a unique minimum at the goal (the origin), as

stated in the Corollary 11" quoted as the following

Corollary I The function v(u), satisfying (4.10), has a unique minimum at the

goal.

It is generally difficult to find an analytical solution to (4.10), even for simple
cases. It would be more convenient, for the shortest path problem, if v(a) is

derived geometrically taking advantage of the known structure of the shortest path,

like what will be presented in the next section.

4.1.2 Return Function

Now. the derivation of the return function for one circular obstacle in R* is
presented. The extension to the manifold R” is conceptually simple and can be
discussed later.

Consider a circular obstacle (Fig. 4-1), denoted OB. It has a radius r and a

center at Q € R?. An area S is defined as obstacle shadow as follows

S={a:Loe[LTh. 2T
fo-a,|z]jQ-a

a—Q|\2 >r?,

(4.16)




: : f\\xObs(acle

shadow

Fig. 4-1 One circular obstacle

where Zo. is the angle between a point @ and the xop axis, and TWe R i=12
are the contacted points on OB of the two tangents from the goal. Return function

p(a.,Q,r) of an arbitrary point @€ R’ is equal to the length of optimal path.

Return function can be written as:

w,(a.Q.r) ifeeS
p(a,Q.r)= ~ ) | (4.17)

‘awu, ifagsS

"’o(ﬂvQ»f">=min{ o Q" ~r* +7%,(0) + HQ—a_/-Hz—rz} (4.18)

where £ (a). i =1,2 are angles shown in Fig. 4-1. Note that the function Ha -a, n

is called the unconstrainted return function since it is the return function for

problem (4.5) without obstacles. The function w, (a,Q,r). called the constrainted

return function, is the return function for points inside the obstacle shadow S and

depends on the obstacle parameters Q and .



4.1.3 Pseudo-Return Funciion

This pseudo-return function is proposed 1o treat multiple obstacles by avoiding
the obstacles optimally. one at a time. The avoidance procedure is simple: follow
the gradient of the constrained return function of one (nearest) obstacle, denoted
OB,. until leaving its obstacle shadow at one of the two tangent points

7", j=1,2. If ai this point, the path enters the shadow of another obstacle, then,

repeat this procedure using the constrained return function of the new obstacle.

Otherwise, go to the goal, using the unconstrained refurn function (4.17)

The nearest obstacle to be avoided at a given point can be selected from the J.

defined as:

1=y |- {,r{,gg}ﬂlﬂ—Q,i}} (4.19)

Another choice of the nearest obstacle is the maximum cost obstacle, i.e., the
one that maximizes the value of the return function {4.17) at the current point, a.
The set J is then defined as:

,p/(a,Q/,rl)Zp,(u,Q,,f‘,)} (420)

where p(a.Q T ) represents the return function for the jth obstacle OB,;.
Note that to compute J, it is necessary to consider only those obstacles with

shadows containing a. If @ does not lie in the shadow of any obstacle, then the

set J is empty. and the optimal solution is the straight line to the goal.
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Consider the nearest circular obstacle with a radius 7, as Q, € R’ and @ as a

current point. From Eq. (4.17) the path is thus generated by following the negative

gradient of the pseudo-return function, w(u;k) . which is defined as follows:

b \ . | r .
d 4+ d® wr, min[o, 28 if k=0

W(_u,k)={“(;_u/” i k=0 (4.21)

where

d¥ = Jla-Q, | -7, (4.22)

2 = o |

—— ]‘k“

and the £{*)(a), 4 (e)are angles shown in Fig. (4.1), & is the index of the nearest
obstacle that is selected from the set J. k=0 if J is empty. The \p(o,,k) is called

pseudo-return function since it does not satisfy the properties of a return function.
In particular, it is discontinuous along the boundaries of the obstacles shadows,
where k changes and the return function “jumps™ from one obstacle to another.

The algorithm with pseudo-return function can be summarized as follows:

Algorithm I:
Step I: Determine the nearest obstacle, OBy , using (4.19). If k=0, go to step
3.
Step 2. If k=0. follow the negative gradient of the pseudo-return function
(4.21), —\1;u(a,k), until reaching one of tangent points Tk{"). j=12.Go to

step 1.
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Step 3. If k=0, follow the negative gradient of the unconstrained return

Sfunction (4.17). Ha -0, H until reaching the goal. Stop.

A path generated by Algorithm [ is called a simple path since it ignores the

special cases discussed later. The simple paths are guaranteed to reach the goal for
all initial condition a, € R’ \{()}. Where {O} represents spaces occupied by

obstacles.

4.1.4 Special Cases

Algorithm I ignores special cases in which the simple path may intersect other
obstacles while avoiding the nearest obstacle. There are two cases, as shown in
Fig. (4-2): 1) the path intersects the obstacle, which has just been avoided and ii)

the path intersects another obstacle in the shadow of the nearest obstacle.

Both cases can be treated by defining the tangent point to the next obstacle as

an intermediate goal, as shown schematically in Fig. (4.2).

Case i). the path exists the shadow of OB, at point le . switching to the return
function of the nearest obstacle, OB,. However. the straight line path that avoids

OB, from P, ie., the simple path, intersects OB;. Therefore, P can be
defined as an intermediate goal. In that case. the current point (P lies in the
shadow of OB; to the intermediate goal (P®)). The path follows the boundary of
OB, until point P!V, At this point (PI") the algorithm switches to the return

function of the nearest obstacle, OB;. to the original goal.

Case ii) is treated similarly. as shown in Fig. (4-2). Here, the current point lies
in the shadow of OB; but not of OB,. However, the path that avoids OB,

intersects OB-. P,“) can be defined as the intermediate goal, and use Algorithm |
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to avoid OB,. After P{*! has been reached, Algorithm I is used with the original

goal.
p
e ,
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Fig. 4-2 Special cases

4.1.5 Discussion

This method is especially efficient for on-line application and for environment
with high obstacle density since the computational effort at a typical point along
the path is independent on the number of obstacles. The essential points to be

considered for all obstacles are the tangential point TV ). j=1.2, where the path

switches from one obstacles shadow to another. As the result, the generated paths
have the nearly shortest length since the pseudo return function. an approximation

for the return function, is used in Algorithm 1. However. it is priorly stated that



the discontinuity along the boundaries of the obstacles shadows, where k changes
and the return function “jumps” from one obstacle to another, results in the
discontinuities to the whole path. Consequently. these discontinuities may degrade
the motion tracking of a mobile robot along the path, particularly for the vehicle

running with high velocity.
For a mobile robot with the half-width, denoted as b, it is necessary to add 5 to
the obstacles radius, /4. then the obstacles radius should becomes r, + b while

executing the Algorithm !. Also, it should be noted that this increment must not
violate the assumption stating that the free space is connected, and that the

obsiacles are non-intersected.

4.2 Polynomial Path Planning Approach[m]

4.2.1 Algorithm

This algorithm, in a known planar environment, is to generate the shortest
polynomial path that avoids obstacles and connects the start point with the goal
points. The first end of polynomials, a, . is denoted as a start point, and another

end, «, . is denoted as the goal point. These points are assumedly known. u( p)_.

being a point on the curve, has coordinates defined by the following polynomial

functions of a parameter p e R',0< p <1

a, = [x(0) )] =a(0): @, =[x(). ()] =e(1); (4.23)

n=l n-l

o)=Ll = Ser Shr | 424

1=0

o
La



where (7 —1} is the order of the polynomial. The obstacle assumptions are similar
to those employed by the HIB based path planning method. Therefore, the set of
obstacle {O } is denoted as Eg. (4.9). Furthermore, increments of vehicle’s
half-width, /. to obstacles’ radius are indispensable to a real implementation.

Consequently, the obstacle constraints is given as Eq. (4.8). ie., g(u) >0;ge R".

A second-order polynomial path from @, to @, can be determined by
coefficients &, and &, , with i=0.1.2, for polynomial parametric functions.

With the two boundary constraints as shown in Eq. (4.23). one more point
constraint is needed to determine a complete set of parameters. For this reason, a
set of third points can be defined as the third constraints for / polynomials as

foliows

(4.26)

2|~

where / is the number of polynomials,
/ is an integer denotes the index or label posted to each polynomial,

0 is a constant angle. This angle decides coverage of the polynomial set since

cach polynomial is varied by the product of this angle by an index j (Eq. 4.25).

From Eq. (4.25). the third points are given as a set of equi-angular (6) points

from «, at a radius ““0 —a,“/2. The number of polynomials / and the equi-

angular step © control the coverage of the set. These parameters should be

44



appropriately chosen based on environment features and the required calculation
rate.
When the parameters are known, process of determining the coefficients of
parametric polynomial function is as the followings

The constraints for each j# second-order polynomial are written as follows

a(p) = PPN =[op® +kup=kkop® +hap k] @27
w(0)=a, = [k, %07k, #04 kg ko %07 +k, # 04k | (4.28)
o (3 [{5h)]
\2)7 2
j 1 L (429
:\:kw *(1) thxodkoky *(i) +k, *”"'k»o}
Z B 2 R 2 .
J
all)=a, = [k, + 2 sk 1k k,, * 124k $1k (4.30)

where a, and o, are given, a/[%} is obtained by Eq. (4.25).

) . 1 . ,
By denoting a., = [xu,yo][ . GI[E] ={x, ¥ I.a, = [xz,yz]l

Eqs. (4.28~4.30) can be expressed in matrix form for each jth polynomial



/////

10 01 ke] |
1 1/2 V4llk, =y (4.32)
111

Therefore, k,, and k, can be obtained by solving Eq. (4.31) and (4.32).

After obtaining a set of the obstacle-free polynomials, by applying the obstacle
constraints (4.8) to the polynomial coverage, the shortest path among them is
obtained as a solution of the approach. For a given (n—l) order parametric

polynomial curve. as shown in Eq. (4.24), its length can be roughiy approximated

as

length ~ z:\/H nilj_ x[ ;'_llﬂz . H ni})— y(%ﬂ (4.33)

Then, a sampling rate in the parametric variable p is defined as:

1
2 length

Ap
Discretizing p by A p increments. i.e.. p=0.Ap.2Ap....1, a set of p can be
obtained. Then, by substituting them into parametric functions. i.c.. like Eq. (4.27).

with known coefficients, a polynomial can be enumerated by a set of discrete

coordinates points.
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4,2.2 Discussion

The polynomial path planning algorithm was presented for the planar floor
plan with circular obstacles. In this environment, many reasonable paths for
navigation may be modeled by two-dimensional polynomials in the plane of the
floor. The emphasis of this algorithm is put on speed and smoothness. Therefore,
in an environment observed by a camera, this method can take advantage of the
vision system to locate the obstacles in the space so that the obstacle constraint
(4.8) can be instantaneously referred by the path planning process. Thus, the path

generating rate is increased remarkably.

4.3 Examples and Simulations

4.3.1 Hamilton-Jacobi-Bellman Function Based Algorithm
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Fig. 4-3 Obstacle-free path generated by theorem 1

As shown (Fig. 4-3), the path is generated by Algorithm I. The inside circles

depict the true obstacle where the outside circles stand for obstacles that are used
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for path planning algorithm. The increment of the obstacles’ radius is referred to

the half-width of the mobile robot as stated in section 4.1.

4.3.2 Polynomial Path Planning Approach

T Y . : T, -
1000 100 200 300 400 500 600 700 800 900 1000

200 i - 1 -— —_— 1 J
100 200 300 400 500 800 700 800 800 1000

i)
Fig. 4-4 i) Polynomials coverage; ii) Obstacle-free polynomials;

ii1) Obstacle-free polynomial path

Above are illustrations of the polynomial path planning for a given floor plan

with circular obstacles. The number of polynomials and the equi-angular step are
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chosen to be 7 =23 and 0=6". The given start point «, and the goal point a,

have a distance of around 850mm . As shown in Fig. (4-4). in (i) a coverage of
polvnomials is found; in (ii) a set of obstacle-free polynomials is found: finally. in
(iii) a shortest obstacle-free polynomial path is determined as the solution for the

path planning algorithm.
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S

Trajectory Tracking Controller
Design

In the chapter 4, the path planning problem and algorithms to generate
reasonable paths in a planar floor plan with obstacles have been discussed. To the
mobile robot control problem, it is necessary to derive a good control law for the
vehicle to track a given planned path. The trajectory tracking controller 1s
designed by determining such control law. In the first section of this chapter, a
nonlinear tracking controller for a kinematic model of mobile robot is derived!’.
Then a controller for a dynamic model are designed'''l. The control laws are

stable in the sense of the Lyapunov function.

5.1 Nonlinear Tracking Controller for a Kinematic Model

The kinematic model of mobile robot is given in Eq. (2.2) as the following

X cos¢ O
a.=(3|=|sino 0] F|=S/fah 5.1)
Lo

50



Put [x,, V.0, ]"‘ as a reference tracking coordinate and [v,_,oa,_ ]TV as a reference
input of the mobile robot.

The tracking error |e,.¢,. e, | is defined as the following

e, cos¢ sing 0| x, —x
e=|e, |=!-sing coso Ojy —¥ (5.2)
e? 0 0 ] q)r —q)

The kinematic control law, which calculates a target velocity input

v, = [v, NOp ]] using the tracking error e = [e,,ez,eg]j and the reference velocity

. VAR « .
input v, = [v,..m,‘] . is designed by converging ¢ .e,.e, to zeros. The contro} law,

with perfect velocity tracking assumption, is proposed as the following!"!

v, = v, cose; + K

0, =0, +v (K,e, + K, sine, ) (5.3)

where K,.K,.K, are positive constants, and K = [K,,KZ,K3 ]7 .

From Eq. (5.2), the derivative of the tracking error can be derived into

n Y

e, —1 e, v, cose,
é=|¢é, =v| 0 i+ —¢ |+ v, sine (5.4)

e, 0 -1 ®

»

A scalar function ¥, is chosen as a Lyapunov function candidate:

V, = %(ef +e,; (5.5)



Then, the derivative of V), vields

. .7
; . . . slne K.,smn"e
V. o=eeé +e,e, +e, P Kel - "—2<0 (5.6)
0 11 2v2 3 ™1

Kz Kz

If e=0.itisclearly ¥, >0 and ¥, <0, then ' becomes a Lyapunov function.
According to the Lyapuncv theorem, the equilibrium point e =0 is stable in the
sense of Lyapunov.

If e=0, the proposition 2 proposed by Kanayamam is used to demonstrate that

the uniformly asymptotically stability around e = 0 under some conditions:

a) v, ,®, are continuous,
b} v,.0,.K,. K, are bounded,

¢) v,.0, are sufficiently small.

Under these conditions, [e,.e,.e,] =0 is uniformly asymptotically stable over

[0.0).

The proof of this proposition can be found in the Appendix D.

5.2 Nonlinear Tracking Controller for a Dynamic Model
5.2.1 A Nonlinear Feedback Controller Based on the Backstepping Control
Design
From the chapter 2, a complete dynamics of the mobile robot is given by
Egs. (2.2). (2.3) and (2.28). Eq. (2.2) describes kinematics of steering system,
Eq. (2.3) describes the relationship between different velocity inputs, and
Eq. (2.28) describes the internal dynamics of the mobile robot. The equations can

be reposted here for a greater convenience



[(‘ﬂ:s,(q])v (5.7

] b
LV T I T G O (5.8)
- Yy - l _2 o] .
r I
M+ Vigm+F+1, =1 (5.9)

where T=[1, ,]T is the torque vector acting on the two wheels, T, represents
estimated disturbance vector with bounded value of unknown parameters. F(n)

represents friction vector against dynamics. M € R*?, shown in Eq. (2.30). is a

symmeiric, positive definite matrix. V(q)e R*?, shown in Eq. (2.29), is a

skew-symmetric matrix. v = [v,(n]T is considered as control input of the kinematic
model (5.7) of a mobile robot. v and ® are known as the lincar velocity and
angular velocity, respectively. In fact, it is intuitive to experience the control
inputs as the angular velocities of left and right wheels of the MR, denoted by v,

and v, respectively, with nz[vj,,v, ]" . The relationship between [v,o)]yv and

[v.,v, | is expressed in Eq. (5.8).
According to the kinematic control law (5.3), it would be more convenient if
one eliminates 1 from Eq. (5.9) by substituting (5.8) in (5.9). Then, by

multiplying both sides of this new equation with J', the dynamics of the MR can

be obtained as follows



I MI+ TV(@QIv+ I Fv) 3’7, =3t

Regenerating Eg. (5.10). one can obtain

(510)= M, v+ V (g v+ F(v)+7,, =Bt

where

2

I =1_+21, b—;+2mwb2 +21,
e

m=m_+2m,

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

(5.15)

where 7, is a moment of inertia of the vehicle without the driving wheels and

the motor rotors about vertical axis passing through the point C. 1, is the moment

of inertia of each driving wheel and the motor rotor about the wheel axis, 1, is the

moment of inertia of the wheel about the diameter. m. denotes mass of the vehicle

without the wheels, m, denotes mass of the wheel. and d denotes displacement



from the point C to the mass center of the mobile robot, which 1s assumed to be on
the axis of symmetry.

Therefore, the complete MR’s dynamics turns out a set of two equations, i.e.,
Egs. (5.7) and (5.11). Let ue R*? be an auxiliary input, then by applying the

nonlinear feedback, with df:t(ii’;I )¢ 0. the following is obtained

=B Mu+V (g W+Fm+7,]. (5.16)

The dynamic control problem is converted into the kinematic control problem“ i

q, =S,(g))v (5.17.a)
v=u (5.17.b)

Eq. (5.17) represents a state-space description of the nonholonomic mobile
robot and constitutes the basic framework for defining its nonlinear control
propertiesw’ 8l In performing the input transformation (5.16), it is assumed that
all the dynamical quantities (e.g., M,.V,(q,).F,(v)) of the vehicle are exactly
known. Otherwise, adaptive of robust control techniques are incorporatedrs].

The last section shows a control law (5.3) that stabilizes the steering system
(5.1) with the perfect velocity tracking assumption. It turns out that such
assumption is not real because of the ignorance of the actual vehicle dynamics.
With the desire to convert such a prescribed control v(f) into a torque control 0
for the actual cart, Fierro er al. proposed the backstepping control design

method''"!. This method is to select t(l) in (5.11) so that (5.7), (5.11) exhibits the

desired behavior motivating the specific choice of the velocity v(r). The method,

mainly focuses on the last statement that is known as the Point Stabilization. 1s

guoted as follows:
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Theorem 1 (Point Stabilization):

Given an arbitrary configuration q,,. find a smooth time-varying velocity
control input v, =g, (e.,vr,KJ) such that lim(q,, —ql): 0.

Then define an auxiliary feedback control law u=v, +K 4(v ;o v) such that

v —> v, as ¢ — . Finally, compute the torque 7= gT(q,,q,,v,u) using (5.16).

5.2.2 Trajectory Tracking Controller Design
The controller design process is started with the kinematic control law (5.3).

The derivative of the v, becomes

. v, cose K 0 —-v, sine, |. -
v, = . S +| ) r e (5.18)
o, + K,v.e, + K,y sine, 0 K,v, K,v cose,

where the derivative of the error. é. is given in Eq. (5.4). Eq. (5.4) can be

expressed as

¢ we, —V+V, Ccose,
e=|¢é, = —me¢ +v,8ne, (5.19)
é, W, — 0

Then, by Theorem 1, the nonlinear feedback auxiliary control input u € R

is obtained as follows

u=v, +K4(v_f —v): v, +K4I(v/ —v) (5.20)

where K, is a positive scalar value and I € R** is an identity matrix.

To validate the derived controller, a theorem is given as follows!':
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Theorem 2:

Given a nonholonomic system (5.7). (5.11) with n generalized coordinate

vector q, m independent constraints, and r actuators, let the following assumptions
hold:

i) The number of actuators is equa! to the number of degrees of freedom (i.e..

F=un—m).
ii) The reference linear velocity is nonzero and bounded, v, >0 for all 1. The

angular velocity o, is bounded.
iii)A smooth auxiliary velocity control input v, € R™ is given by Eq. 5.3.
ivK=[K,.K,.K .} is a vector of positive constants.
v) K, is a sufficiently large positive constant.

The nonlinear feedback control me R¥ is given by (5.20) and the vehicle
input commands are given by (5.16). Then the origin e=0 is uniformly
asymptotically stable, and the velocity vector of the mobile base satisfies v = v,

as t — 0.

Proof:

An auxiliary velocity error is defined as

€ v—v_cose, — K,e o nq
e, =v-v, = *|= ’ 4 N (5.21)
: e o-o, —K,ve, — K,y sine,

From Egs. (5.20) and (5.17.b). the following is obtained

&, =—K,le, (5.22)



Under assumption v), the auxiliary velocity vector converges exponentially to

zero. Therefore, the velocity vector of the mobile base satisfies v — v as 1 — 0.

Consider the following Lyapunov function candidate:

2K ] K
=K lervel)+ == (l-cosey )+ ——| ei +——1—el 5.23
fefre3)+ =24 y 2K4£4 e ] (5.23)

2

where V20 . and V=0 only if e=0 and e, =0 . Furthermore, by using
(5.19). (5.21),(5.22

. ., KK . 2
V= _Klie]; __lm-iv’_ 511’12 e, —(84 +K]€1)— - ]
) K, K.y

(e, + K,v, sine, ) (5.24)

Clearly, ¥ <0 and the entire error &= [e e, ]‘/ is bounded. Using Eqgs. (5.19),
(5.21). (5.24). and assumption iii), it is shown that /&l and || are bounded, so that
HI;;}%<00 _ie. Vis uniformly continuous. Since V(f) does not increase and

converge to some constant value, by Barbalat’s lemma. ¥V —>0 as t >« .
Considering that e, = le..e.] — 0as 1w then the limit of Eq. (5.24) is given

as

. KK, ., -
0=K.el + [‘< Ly, sin” e, (5.25)

2

Eq. (5.25) implies that [e‘ eg]T — Oas { — . Finally, using the definition of
e, . it is easy to show that e, - Oas f —oo. Hence, the equilibrium point £ =0 is

uniformly asymptotically stable.



Fig. 5-1 shows the block diagram of the proposed nonlinear feedback tracking

controller.

V{ = [Vr‘U‘)J']’;[K\'«'KE’K-X]T

Reference
Trajectory

Fig. 5-1 Block diagram of nonlinear feedback tracking controller
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6

Hardware Design and Implementation

6.1 Overall Control System
The experimental system is developed by using a computer vision system with
a two-wheeled mobile robot. The configuration of the total control system is

shown in Fig. 6-1 and the overall experimental environment is shown in Fig. 6-2.

USB Camierat
Lomiech 000 B

Im e Witgless comm

Promi-S»
RS232 Comm rf

USH Comm

Camerd Spoce
fon sergen

'-\.W Vision Conroller

Fig. 6-1 Configuration of the total control system
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Fig. 6-2 Overall experimental system

As illustrated in Fig. 6-1, this developed contro] system is based on the
integration of a personal computer (Intel Pentium 1V, 2.8Ghz, 1GB RAM), a USB
camera and P1C-based microprocessors. The control system is composed of two
parts: high level computer control and low level microprocessor control. The
former is used for image processing control and path planning module. The latter
is used for device control. For the operation of the total control system, the image
stream of the work space is captured into memory in bitmap format with size
120x240 via a USB camera Logitech 4000 at 30fps using QuickCam SDK. The
image is processed by image processing library Intel OpenCV to get the

coordinates of the obstacles at the initial time and the localization of the MR
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during the vehicle running time. The obstacles information is obtained by path
planning module whereas the localization information of the MR is used for
deriving control law.. The computation of the control law is handled by the high
level computer. Simultaneously, the control commands are sent to the low level
microprocessor control via wireless communication. The software for the total
control operation are programmed and integrated into one computer interface in
Visual C++. namely Vision Controller CamMR V.1 (Fig. 6-3).

Eey

Fig. 6-3 Computer interface of the Vision controller CamMR V1.

As shown in the Fig. 6-2, the camera is mounted 2m above the work space.

The position and the heading angle of the MR are achieved by means of the color

markers on the MR. The positions of the markers are calculated using a threshold
based approach that compares brightness values of pixels within a specific range.
To detect the heading angle of the MR, coordinates of consecutive positions can

be used while the MR is under motion. An approximate heading angle is given:



) L(l)v_—y(—l—llw (6.1)

where X{7) and Y(r) are MR’s coordinates at an instantaneous time ¢, o).

the approximated heading angle, is the angle between the centroids of two
consecutive robot positions.

The mobile robot using in this experiment has the parameters listed in the
Table 6-1 when the photograph of the MR is shown in Fig. 6-5. The low level
control, known as the PIC-based controller, is attached to the MR in order to
implement its motion. The controller is composed of two parts: servo controller
and main controller. The configuration diagram of the total control system is

shown in Fig. 6-4.

Table 6-1 Parameter values of the MR

Parameters Value

b [mm] 31.5
r [mm) 21.5
me kgl 0.35
m,, [kg] 0.05

1 [kgn’] 0.4 107

1, [kgm’] 0.23.10°

I, [kgm’] 0.1.107°
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Fig. 6-4 Configuration diagram of the low level control

In this diagram (Fig. 6-4), two microprocessors using PIC16F877 are
integrated into one module function as servo controllers for two motors of the left
and the right wheels. The motors are driven via LMD18200 dual fuli-bridge driver.
This servo controller can perform indirect velocity control using one encoder.
Moreover, one microprocessor PIC16F877 is used as a master which receives the
signal from central computer via Bluetooth wireless communication module
Promi SD202. The master communicates with the servo module using 12C

communication.
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Fig. 6-5 Two-wheeled mobile robot

6.2 Implementation of Camera System Calibration

Once the MR is performing an assigned task. i.e., tracking a reference planned
trajectory. it is necessary to observe its accurate position and orientation at each
instantaneous time in order to enhance tracking performance. So far, several
localization approaches using camera have been developed and they prove to be
very meaningful aspect especially in the field of MR navigation. A computer
vision system with prior calibration steps is able to serve for two purposes:
i) obstacle positions mapping at the initial time. ii) mobile robot localization

during operating time.

Therefore, before putting into operation, the camera needs to be calibrated in

order to get familiar with the environment it observes. In this section, the



calibration approach proposed by Jean-Yves B()uguet1441 is illustrated. The
calibration process is carried out by working on images of a planar checkerboard,
as shown in Fig. 6-6. In Fig. 6-7, 20 images of the checkerboard with different
orientations are taken by the USB camera. The specification of the USB camera is
given in the Table 6-4. By employing the OpenCV calibration toolbox library, the
images are processed by the user. Once the calibration is terminated, the
parameters are obtained and shown in Table 6-2 and 6-3. These parameters are
used by in the methodology presented in chapter 3 in order 1o retrieve the desired
information such as obstacle coordinate or mobile robot position and orientation

in the work-space.

Fig. 6-6 Checkerboard used in the calibration process.
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Fig. 6-7 Images of the checkerboard for the calibration process.

Table 6-2 Intrinsic parameters of the camera system and distortion coefficients

i
|

Parameters Value Parameters | Value
a 838.0078 k, 0.0433
B 845.2424 k, -0.2989
Y 0.1997 k, -0.0012
X, 295.3777 k, -0.0102
Yo 256.6679 k; 0
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Table 6-3 Extrinsic parameters of the camera system for the work-space

Parameters | Value | Parameters Value
r - 0.9887 Yo -0.0201
r, -0.0448 Ty 0.9894
i 0.1431 !, -295
) 0.0414 I8 -302
ryy 0.9988 A 1266.4
. 0.0263 s 1218.6
Iy -0.1441 o, 12.741

Table 6-4 Specification of USB camera

Parameters Value

Image size (pixel x pixel) 320 x 240
Branch name Logitech 4000
Captured speed (frames/second) 30
Software QuickCam SDK
Image processing library Intel OpenCV
Resolution (mm/pixel) 3.5
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For more convenient, the steps of calibration process are summarized as

follow:

l.

[

(%]

wn

Grid extraction from figures (Fig. 6-7).

Calibration.

Re-calibration, if any.

Save the calibration results for intrinsic and extrinsic parameters.

Take a new figure of the checkerboard putting in the real work-space. The
extrinsic parameters particularly for this figure (denoted Figure R1) are
obtained by using the routines in the calibration toolbox. Note that the

upper left corner of the grid represents the origin of the world coordinate.

Calculate value of s for Figure R1 by using grid data and extrinsic
parameters specific for this figure. Check the distribution variance of the
orid data, if the variance is large, repeat step 5 with a different orientation
of checkerboard. If the variance o, is sufficiently small (it means that the
camera image plane stays parallel to the work space plane), then the value

of parameters can be saved and be ready for use. i.e.. for proceed the next

step (step 7). {call zc_est.m routine}

Call the routine to calculate the workspace coordinates from given pixel
coordinates, intrinsic parameters, and extrinsic parameters (specific for

Figure R1). {call inv_mapping.m routine }
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Simulation and
Experimental Results

To verify the effectiveness of the proposed control method, simulation and
experiments have been done for a two-wheeled mobile robot to track a path
generated by a path planning approach in order to attain its final configuration, i.e.

reaching a goal point @, . The obstacle configuration is shown in Fig. 7-1. Our
aim is to control the MR to get the target of a, = [900,880]7' from a given start

point of @, = [1 00,300]7'. There are two path planning methods that are used
separately to generate a reference trajectory for the MR’s performance.
The parameters used for the simulation and the experiment are shown in

Table 6-1. The controller parameters are K, =5;K, =3000; K, =110; K, =1.

7.1 Obstacle Avoidance with the HJB-based Path Planning Algorithm

By using the HIB-based path planning algorithm, the generated path has the
optimal length of 1023.6 mm. The vehicle reference speed varies from 80mm/sec
to 120mm/sec. It takes around 9.38 seconds to the target.

The trajectory tracking of the MR is shown in Fig. 7-1. Fig. 7-2 {a~c) shows
tracking errors along the path. On the simulation trajectory of the MR, sudden
errors occur at the discontinuous segments when the MR “jumps” from this
obstacle’s shadow to others’. However. it is shown that the behaviors of the errors

in the experimental results are different from those in the simulation results.
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[n the Figure 7-2, the tracking errors differ from ¢ to e;. Although the

fluctuation of tracking error e, (Fig. 7-2a) is large in simulation result, it appears
rather smooth in experimental result with the error less than 1mm. For the tracking
error e, . the initial error varies within 2.Spixels (~8mm) and then reduces to
1pixel (~3.5mm) at the steady state. To reduce the risk of collision with the
obstacle, the path must be planned with more safe space that compensates for the
above tracking error e, . i.e., increasing the half-width of the MR with respect to
additional amount to the obstacles’ radius and planning the path with these new-
size obstacles. In the Fig. 7-2¢, the error ¢, promptly approaches to stable state
with a small error.

The experimental results show the effective aspect of this control plan. The
path planning task is to generate or modify the path that is most appropriate to our

tracking controller. As a result, a good performance of MR can be obtained as

illustrating.
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Fig. 7-1 Trajectory tracking of MR
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Fig. 7-2 Tracking errors of MR along the path

7.2 Obstacle Avoidance with the Polynomial Path Planning Approach

Simulations and experiments are done for the two-wheeled MR tracking the
trajectory generated by the polynomial path planning approach. The planned path
has the optimal length of 1070mm. The vehicle reference speed is 80mm/sec in the

initial time (the first second) and then increased to 120mm/sec for the rest of the

path. It takes around 9.23seconds to the target.
The tracking trajectory of the MR is given in Fig. 7-3. In Fig. 7-4, the tracking
errors are exhibited. It appears that the MR follow well the planned path with

acceptable tracking errors. Fig. 7-4a shows tracking performance of MR at the

departing time. Fig. 7-3b shows the overall performance along the path. 1t is
shown that the errors go to a stable state within one second.The good tracking

results show the applicability and the feasibility of the proposed control plan.
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Discussions and Conclusions

A nonholonomic mobile robot control problem and its implementation in an
unstructured environment have been addressed in this paper. Generally, a
reference path for the MR is subject to formalize MR’s performance behavior.
Therefore, a path planning process is needed to generate a collision-free path, says,
a tracking trajectory. Two of the path planning algorithms, namely, HIB-based
algorithm and polynomial path planning approach, are employed. In the first case,
by using the HIB-based path planning algorithm, the MR has chance to track the
nearly shortest path. In the second case, a smooth trajectory which is generated by
the polynomial path planning approach permits the MR to behave well in its
performance.

A control system that is composed of software and hardware is designed to
drive the MR 1o follow the trajectory. In this system, a nonlinear trajectory
tracking controller which is based on the kinematic/dynamic model of a
nonholonomic MR is employed.

In addition, by applying a ceiling-mounted camera system, the work-space is
observed. Thus. some useful environmental information can be obtained. Before
using. this computer vision system is subject to be calibrated in order to obtain
necessary parameters for the mapping process. In using, the interesting image
features (point, edge, line, area...) that were extracted from a captured image of

the work space can he processed through the inverse mapping process to return
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the coordinate information. Hence, the environmental information is used as input
for the path planning algorithm. Also, the information regarding to the position
and orientation of MR are updated frequently and sent to MR controller as control

inputs.

The whole control system is realized by integrating a personal computer (Pentium
[V. 2.8GHz. 1GB RAM), a USB camera (Logitech4000) and PIC-based
microprocessors. By using wireless communication, the MR can receive
controller commands from the PC. This total control system shows good
performance and reliability in tracking performance by the simulation and

experimental results.
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Appendices

A. Estimation of the Homography Between the Model Plane and its Image

There are many ways to estimate the homography between the model plane
and its image. In this part, a technique based on maximum likelihood criterion is

presented. Let M, and m, be the model and image points, respectively. Ideally,

they should satisfy Eq. (3.2). In practice, they do not satisfy Eq. (3.2) because of

noise in the extracted image points. Let’s assume that m, is corrupted by
Gaussian noise with mean 0 and covariance matrix A,, . Then, the maximum

likelihood estimation of H is obtained by minimizing the following functional

Y (m, —m,) A} (m, —m) (9.1)

. 1
where m, = —
h; M,

—I;!T Mr : ' +th
—, with h, the i row of H.
h, M,
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In practice, A, = o1 is assumed for all 7. To minimize (9.1), one has to solve a

nonlinear least-squares problem. The nonlinear minimization is conducted with
the Levenberg-Marquardt Algorithm as implemented in Minpack 421 This

requires an initial guess for the solution, which can be obtained as follows

Let x=|h/ .h/ .h! |. Then Eq. (3.2) can be rewritten as

MU0 —uft
Lv Ve ﬂ;w}x:ﬂ o

When n points are given, n set of equations mentioned above are obtained.

Therefore, the combination of such n equations can be expressed as
Lx=0 (9.3)

where L is a 27x9 matrix. As x is defined up to a scale factor, the solution is

well known to be the right singular vector of L associated with the smallest
singular value (or equivalently, the eigenvector of L'L associated with the
smallest eigenvalue).

In L. some elements are constant 1, some are in pixels, some are in world
coordinates, and some are multiplication of both. This makes L poorly

conditioned numerically. Much betier results can be obtained by performing &
simple data normalization such as the one proposed in 41 prior to running the

above procedure.
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B. Extraction of the Intrinsic Parameters from Matrix B

Matrix B, as described in Sect. 3.1.4.1, is estimated up to a scale factor, i.e.,

B-3A A with » an arbitrary scale. Without difficulty, one can uniquely

extract the intrinsic parameters from matrix B.

Vo = (B;zBm - B, By, )/(BHBZI - Bﬁz)

» = By '"[3121 +v0(BnBla - BI]BB)]/BII

(3:\/13” /(BnBzz "Blzz)

y=—B 0B/ A

u, =y, /p— B0’ /h

g1

(9.4)

(9.3)

(9.6)

(9.7)

(9.8)

(9.9)



C. Approximating a 3 x 3 matrix by a Rotation Matrix

The problem considered in this section is to solve the best rotation matrix R to
approximate & given 3 x 3 matrix Q. Here. “best” is in the sense of the smallest

Frobenius norm of the difference R-Q. That is, the following problem is solved:
min|R - Q. subjectto R'R =1 (9.10)
Since
IR-Q|. = racel(R - Q) (R - Q)= 3+ racelQ’ Q) 2trace(R"Q)
problem (9.10) is equivalent to the one of maximizing trace (R"Q).

Let the singular value decomposition of Q be USV' . where

S = diug(o,.5,,0, ). If an orthogonal matrix Z = V’'R'U is defined. then

lmce(R TQ) = trace(RTUSV’ ): tmce(V ¢ RTUS)
3 3 (9.11)
=trace(Z8)=Y 2,6, < Y0,
=] i=1

It is clear that the maximum is achieved by setting R =UV’ because then
Z =1 . This gives the solution to Eq. (9.10).
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D. Proof for kinematic controller design: proposition 27

Substituting control law (3.3) into Eq. (5.4), a nonlinear differential equation

can be obtained

¢, =K +0,e +K,ve +Kve sine, (9.12)
¢, = ~w,e, —K,v.ee, - Kyvesine, +v,sine, (9.13)
¢, =—K,v,e, — K., sine, (9.14)

Linearizing Eq. (9.12~9.14) with assumption e = 0 yields

é, - K, ®, 0 e,
e, |=|—-0o, 0 v, e, (9.15)
é, 0 =-K,v, —Kywv e

e=Ae (9.16)

A(") is clearly continuously differentiable and is bounded. Moreover, according to
the Routh-Hurwitz criterion, the real parts of all characteristic roots of A are
negativem. Therefore. by theorem 2.10 in B9 the system (9.16) is proved

asymptotically stable at its origin e = 0.
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