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A Study on Differentiated RWA Algorithm for QoS Services

in the Next Generation Internet based on DWDM Network

Jung-Hyun Bae

Department of Telematics Engineering, Graduate School

Pukyong National University

Abstract

Over the past decade, the improvement of communications technologies and the
rapid spread of WWW (World Wide Web) have brought on the exponential growth
of users using Internet and real time multimedia services like voice telephony, video
conferencing, tele-immersive virtual reality, and Internet games. The dense-
wavelength division multiplexing (DWDM) networks have been widely accepted as
a promusing approach to meet the ever-increasing bandwidth demands of Internet
users, especially in next generation Internet (NGI} backbone networks for nation
wide or global coverage. A major challenge in the NGI backbone networks based on
DWDM is the provision of guaranteed quality-of-service (QoS) for a wide variety of
multimedia applications.

This paper proposes a new routing algorithm called MultiWavelength-Minimum
Interference Path Routing (MW-MIPR} to provide more reliable QoS guarantees by
consideration of the potential future network’s congestion status, which improves
wavelength utilization by choosing route that does not interfere tco much with

potential future connection requests.
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This paper also proposes a differentiated RWA mechanism combined with
recovery capability and the proposed MW-MIPR algorithm based on differentiated
QoS service model to provide guaranteed QoS for various multimedia services in the
NGI.

In simulation results, the proposed MW-MIPR algorithm achieves more enhanced
blocking probability than dynamic routing (DR) that yields the best performance
among previous RWA algorithms. And simulation result shows that the proposed
differentiated RWA provides satisfied QoS assurance for each service class in terms

of survivability ratio.
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1. Introduction

Over the past decade, the improvement of communications technologies
and the rapid spread of WWW (World Wide Web) have brought on the
exponential growth of users using Internet and real-time multimedia
services like voice telephony, video conferencing, tele-immersive virtual
reality, and Internet games. But cuirent Internet based on electronic
transmission rates with time division multiplexing (TDM) cannot supply
sufficient transmission capacity for these services. Therefore, dense-
wavelength division multiplexing (DWDM) networks have been widely
accepted as a promising approach to meet the ever-increasing bandwidth
demands of Internet users, especially in the next generation Internet (NGI)

backbone networks for nation wide or global coverage [1-3].

In a wavelength-routed DWDM network, the network edge systems
communicate with one another via all-optical WDM channels, which are
referred to as lightpaths [4]. Given a set of connection requests, the problem

of setting up lightpath by routing and assigning wavelength for each

connection so that no two lightpaths on a given link share the same
wavelength is called the routing and wavelength assignment (RWA)
problem. The RWA problem is embossed as very important and plays a key
role in improving the global efficiency for capacity utilization in DWDM
networks providing multi-gigabit rates per wavelength. However, it is a

combinational problem known to be NP-complete because routing and



wavelength assignment problems are tightly linked together [5]. Since it was
more difficult to work out RWA as a coupled problem, this problem has
been approximately divided into two sub-problems: routing and wavelength
assignment, and several RWA algorithms have been proposed as shown in
Figure 1. In previous studies, the routing scheme is recognized as a more
significant factor on the performance of the solution of the RWA problem
than the wavelength-assignment scheme [6,7]. Among approaches for the
routing problem, dynamic routing (DR) yields the best performance because
DR approaches determine a route by considering the network status at the
time of connection request [8]. On the other hand, static routing approaches
such as fixed routing (FR) and fixed alternate routing (FAR) set up a
connection request on fixed paths without acquiring the information of the

current network status [9].

Thus, in order to increase the request connection probability it is
necessary that the network status is continually taken into consideration for
the RWA problem [8-10]. Additionally, if this problem is considered for
potential connection requests that may be demanded in the future, then
network performance in terms of blocking probability will be enhanced
more and more. Henceforth, existing routing schemes that not considering
potential traffic demands can lead to serious network congestions by not
efficiently utilizing wavelengths in terms of traffic-engineering [10]. They
cannot also provide services with satisfied quality-of-service (QoS)

guarantee to users in the NGI based on DWDM [11,12].

To overcome this problem, this paper proposes a new dynamic routing



method choosing a route that does not mterfere too much with potential
future connection requests and call it MW-MIPR (Multi Wavelength-
Minimum Interference Path Routing). This work is inspired by the
previously proposed MIR (Minimum Interference Routing) algorithm with
traffic engineering in a MPLS (Multi-Protocol Label Switching) network
[13-16]. To determine a mimmum interference path in the context of a
DWDM network, this paper remodels the previous “critical link™ notion
[13] in terms of maximum available wavelengths for potential future
demands and introduce two different MW-MIPR formulations according to
the case without or with the wavelength-continuity constraint requiring that
the same wavelength must be assigned to all links of the route [8]. The
proposed MW-MIPR algorithm provides a more advanced routing scheme
than existing routing algorithms from viewpoint of providing an appropriate
traffic-engineering scheme based on particular attributes of DWDM
networks as well as more reliable QoS guarantees through efficiently
utilizing wavelengths by taking into consideration the potential future
network congestion status. In the simulated results, the proposed MW-MIPR

algorithm achieves more improvement in blocking probability than previous

routing algorithms used m DWDM networks regardless whether a

wavelength converter at a node is present or not.

This paper also proposes a differentiated RWA mechanism in
combination with recovery capability and the proposed MW-MIPR
algorithm based on the differentiated QoS service model to provide
guaranteed QoS for various multimedia services in the NGI based on

DWDM networks. This mechanism accomplish quality assurance of



services by choosing the route and assigning a wavelength band that satisfy
the optical signal-to-noise ratio (OSNR} constraint of each service class,
including differentiated recovery schemes that are in accordance with QoS
level for each service. Simulation result shows that the proposed
differentiated RWA mechanism based on MW-MIPR provide more reliable

and stable QoS guarantees in terms of survivability ratio.

The remainder of the paper is organized as follows. Section 2 describes
existing RWA schemes and analyzes problems of previous RWA problem
researches. Section 3 proposes a new dynamic routing algorithm to solve the
RWA problem in case that a wavelength converter is at a node or not.
Differentiated RWA mechanisms with recovery capability are taken into
account for the differentiated service model in Section 4. Simulation results

and conclusions are presented in Sections 5 and 6, respectively.



II. The State of RWA Problem Research

1. The Analysis of Previous RWA Schemes

Generally, the trend of RWA research approached to various viewpoints
with respects to traffic assumptions and the possibility of wavelength
conversion. Almost all existing algorithms for the RWA problem have been
decoupled into two separate sub-problems, i.c., the routing sub-problem and
the wavelength assignment sub-problem because finding an optimal solution
by solving the RWA at the same time known as NP-complete problem [6].
Each sub-problem is independently solved as shown in Figure 1. Next two
sub-sections focus on various approaches to routing connection requests and

assigning a wavelength to them.

AWA Problem

| Wavelenglh Assignment I

Oynamic Fixed Allernale
Routing Routing

Fixed
Routing

Stalic Wavelength
Assignment

Dynamic Wavelength
Assignmen!

Graph Coloring . Randorn
I | Algorithm . Firstofit
Adaptive Least « Least-Used/Spread
Shortest Cost Congestion » Mos|-Used/Pack
Fath Rouling Path Routing « Min—-Praduct
- Least-Loaded
» Max-Sum
* Relative Capacily Loss
» Wavelength Reservation
» Protectian Threshold
+ Distnbuted RCL

Figure 1. The previous RWA schemes



1.1 Routing Schemes

There are three fundamental approaches to solve routing sub-problem:

fixed routing (FR), fixed-alternate routing (FAR) and dynamic routing (DR).

1) Fixed Routing (FR)

The simplest method for routing a connection always chooses the same
fixed route for a given source-destination pair i.e., (S, D). Generally, the fixed
shortest-path routing approach is used. The shortest-path for each source-
destination pair is computed off-line in advance using standard shortest-path
algorithms, e.g. Dijkstra’s algorithm or Bellman-Ford algorithm. When the
request comes, the light path is set up using the pre-determined route just like
the fixed shortest-path from Node 0 to Node 2 as shown in Figure 2.
Obviously, the disadvantage of this approach is that the routing decision is not
made based on the current state of network. It might lead to the situation

where some links on the network are over-utilized while other links are

underutilized. This might potentially result in high blocking probability.

Figure 2. Fixed routing
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Also, FR may be unable to handle fault situations in which one or more
links in the network fail. To handle link faults, the routing scheme must either
consider alternate paths to the destination, or must be able to find the route
dynamically. Note that, in Figure 2, a connection request from Node 0 to
Node 2 will be blocked if a common wavelength is not available on both links

in the fixed route, or if either of the links in the fixed route 1s cut.

2) Fixed Alternate Routing (FAR)

As an improvement over FR, FAR is an approach that sequentially
considers an available path among pre-determined fixed routes and selects
one. Each node in the network is required to maintain a routing table that
contains an ordered list of a number of fixed routes to each destination node.
For example, these routes may include the shortest-path, the second
shortest-path, the third shortest-path, etc. A primary route between a (S, D)
pair is defined as the first route in the list routes to the destination node in
the routing table at the source node. An alternate route between a (S, D) pair
is any route that dose not share any links with the first route in the routing
table at the source node. Figure 3 illustrates multiple alternate routes from
Node 0 to Node 2. When a connection request arrives, the source node will
decide the best route form a list of candidate routes by some metric, e.g. the
minimal hop count and then set up the lightpath over that route. This
approach could reduce the blocking probability compared to FR, and

provide some degree of fault tolerance upon link failures.



primary route

Figure 3. Fixed alternate routing

3) Dynamic Routing (DR)

In dynamic routing (DR), the route from a source to destination is
determined depending on the network state that is determined by all the
connections that are currently in progress. A typical form of dynamic routing
(DR) 1s adaptive shortest-cost-path routing. When a connection request
arrives, a source node computes the shortest-cost-path to a destination node
based on the network state as shown in Figure 4. If no path is available, the

request will be blocked.

Figure 4. Dynamic routing



For example, if each unused and used link has a cost of 1 and =
respectively in the network in Figure 4 and the links between (1, 2) and (4,
2) are busy, then this approach can still establish a connection between
Node 0 and 2, while both the FR and FAR as shown in Figure 2 and 3

would block the connection.

Another form of DR 1s least congested path (LCP) routing. This approach
1s similar to FAR that pre-selects multiple routes for each (S, D) pair. Upon
the arrival of a connection request, least congested path among the pre-
determined routes is chosen. The congestion on a path is measured by the

number of wavelengths available on the most congested link in the path.

The advantage of DR is that it results in lower connection blocking
probability than FR and FAR because it is too hard to find an optimal route
using static routing approaches such as FR and FAR that determine the route
without considering network’s status [9]. Compared to static routing methods,
DR approach is the most efficient because a route is dynamically chosen by
considering network’s sfatus at the time of connection request, which
improves network performance in terms of blocking probability [8-10]. Also,
DR approach can provide the protection scheme for a connection by setting

up backup path against link or node failures in the network.

1.2 Wavelength Assignment Schemes

For the wavelength assignment sub-problem, it 1s the goal to efficiently
assign a wavelength to each lightpath without sharing the same wavelength
with other lightpaths on a given link, which has been respectively studied in

terms of static and dynamic traffic.



1) Static Wavelength Assignment

Generally, graph-coloring algorithms [6] were employed to assign
wavelengths for static traffic where the set of connections are known in
advance. This algorithm operates to minimize the number of wavelength used
as follows. First, construct an auxiliary graph G(V,E), such that each lightpath
in the system is represented by a vertex(V) in graph G. There is an undirected
edge(E) between two vertexs in graph G if the corresponding lightpaths pass
through a common physical fiber link as shown in Figure 5. Second, coloring
the vertexes of the graph G such that no two adjacent nodes have the same
color. If the number of edges at a node denotes degree, then coloring vertexes
from the maximum degree (Figure 5(b)) can have the minimum number of

wavelengths required for the set of lightpaths in Figure 5(a).

deg=3 deg=2

(b) Coloring vertexes sequentially  (c¢) Coloring vertexes sequentially
from the maximum degree from the minimum degree
Figure 5. Graph coloring algorithm
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2) Dynamic Wavelength Assignment

Under dynamic traffic where connection requests arrive randomly, a
number of heuristics have been proposed as follows; Random Wavelength
Assignment (R), First-Fit (FF), Least-Used/Spread (LU), Most-Used/Pack
(MU), Min-Product (MP), Least-Loaded (LL), MAX-SUM (MZX), Relative
Capacity Loss (RCL), DRCL (Distributed RCL), Wavelength Reservation
(Rsv) and Protection Threshold (Thr) [5-6].

R scheme randomly chooses one among available wavelengths for
request route. FF selects the first wavelength among all the available
wavelengths numbered. This scheme is preferred in practice because of no
requiring global knowledge and simple computation. LU chooses the
wavelength that 1s least used i network. This scheme causes
communication overhead that collects global information to compute the
least-used wavelength. MU chooses the most-used wavelength in the
network contrary to LU method. This scheme is expected to have better
performance than LU due to conservation the spare capacity of less-used
wavelengths. But MU also has the communication overhead same as LU

scheme. MP scheme computes the number of occupied fibers for each

wavelength on a link and choose the wavelength with the minimal value in
multiple fiber networks. LL chooses the wavelength that has most residual
capacity on the most loaded link along the path selected in multiple fiber
networks, M} considers all possible paths in the network and attempts to
select the wavelength that mimimizes the capacity loss on all lightpaths.

RCL tries to mimimize the relative capacity loss based on MS. Currently,

11



RCL offers the best performance; however this scheme requires global
information and complex computation. DRCL scheme based on RCL is more
efficient in a distributed-controlled network. In Rsv, a wavelength on a
specified link 1s reserved for a traffic stream. Thr assigns a wavelength only if

the number of idle wavelengths on the link is at or above a given threshold.

2. The Performance and Problem of Previous RWA Schemes

Until now, researches for the RWA problem have been divided into

routing sub-problem and wavelength assignment sub-problem.

As an analysis previous researches for RWA problem, Figure 6 shows
performance of existing RWA schemes for connection blocking probability
in case of DWDM network that the number of fibers per link is one (M = 1),
and that the number of wavelengths per fiber is sixteen (W = 16); Figure
6(a) is comparison of various wavelength assignment algorithms when using
FR scheme and Figure 6(b) is to compare performance of FR and DR for

two wavelength assignment schemes such as FF and RCL.

In an overall result of previous RWA researches as shown in Figure 6, the

routing scheme has much more of an impact on the performance of the
system than the wavelength-assignment scheme [6][7]. That is to say,
“routing scheme is more significant factor for RWA problem” conclusion is
consistent with the findings in previous studies. Among approaches for the
routing problem, dynamic routing (DR) yields the best performance (Figure
6(b)) [8]. On the other hand, for wavelength assignment approaches, MU is

12



found to achieve the best performance under low load while M2 and RCL
work well when the load is high (> 50 Erlangs), with the other approaches not
that far behind; however, the differences in performance among the existing

various wavelength assignment schemes 1s not too significant (Figure 6(a)).

= WU
e--ehMax-Sum

TRGEE

Blocking probability

a0s -

00
“

Erlana

(a) Comparison of the existing various wavelength assignment schemes

[GER R [
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By
(b) Comparison of the existing routing schemes

Figure 6. Comparison of the previous RWA schemes
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Until now, the objective in researches for the RWA problem is to set up
lightpaths and assign wavelengths 1n a manner that minimzes the number of
wavelength needed, or that maximizes the number of connection established

for a given physical topology.

However existing RWA schemes, without considering potential traffic
demands and attributes of each traffic related to QoS service class, can lead
to henceforth serious congestion state of network by not efficiently utilizing
wavelength in terms of traffic-engineering [10], which cannot also provide
services with satisfied QoS guarantee to users in the NGI based on DWDM
transmitting various multimedia services such as voice telephony, video

conferencing, tele-immersive virtual reality, and Internet games [11][12].

To achieve successive construction of the NGI using DWDM technology,
studies for RWA problem must be accomplished in consideration of QoS.
This paper accesses to a solution for RWA problem in terms of potential

connection requests and differentiated QoS service model in the NGI.
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[Il. The MW-MIPR Algorithm

I. MW-MIPR Definition and Notations

Generally, the routing scheme has a much higher an impact on the
performance of the connection blocking probability in networks than the
wavelength-assignment  scheme [6,7].  Especially, routing under
consideration of the network status is more and more important to improve
wavelength utilization [9,10]. However, existing routing algonthms
referring only to current network conditions can still cause about high

blocking probability at a later time.

This paper proposes MW-MIPR algorithm as a new dynamic routing
algorithm considering potential blocking possibilities of future traffic
demands. This algorithm chooses a route that does minimize interference for
many potential future connection requests by avoiding congested links. This

work 1s mspired by MIR algorithm proposed in a MPLS network [13-16].

----- P Minimum-Hop Routing

wosedr. Minimam Interference  Rouling
Figure 7. Multiwavelength-minimum interference path routing
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For a simple example as shown in Figure 7, if there are three potential
source-destination pairs such as (S1, D1), (S2, D2), (53, D3) and the
connection between the (S3, D3) pair is set along path P1 selected by min-
hop routing as demanded, then this route may block the paths between (S1,
D1} as well as (S2, D2) when the capacity of link L is not large enough.
Thus it is better to pick route P2 that has a minimum effect for other

connection requests even though the path is longer than P1.

Proposed MW-MIPR is to pick a path that does not interfere too much
with potential future setup requests between some (S, D) pairs under the
assumption that the (S, D) pairs for which a connection can potentially be
requested or terminated are generally known, even though future demands
are completely unknown and demands between (S, D} pairs arrive one at a

time.

To achieve that, this paper fit the previously mentioned “critical link”
concept [13] into the context of DWDM networks. These are links with the

property that the available wavelengths on the minimum hop routes of one

or more node-pairs decreases whenever a lightpath is routed over those links.
Based on the new notion, the formulation of the proposed algorithm is
presented differently for the following two cases: networks with full
wavelength conversion (WC) capability and networks without WC
capability based on single-fiber. Before formulating the MW-MIPR
algorithm, some notations commonly used in this algorithm are defined as

follows.

16



*G(N,L,W): The given network, where ~ is the set of nodes, L isthe
set of links and W 1is the set of wavelengths per link. In this graph, W

is the same for each link ! belongingsto L,ie.¥lel.

+M: Set of potential source-destination node pairs that can request

connections in future. Let (s,d) denote a generic element of this set.

* p, : The minimum hop lightpath between a (s, d)-pair, where

Vis,dyYeM.
*+ 7., Set of links over the minimum hop path p_, .

« R(I): The number of currently available wavelengths on a link 7, where

Viel.

*A_,: The union set of available wavelengths on each link 7, where

Viem,.

« F,, - The set of available wavelengths on the bottleneck link that has the
smallest residual wavelengths among all links within 7, i.e.,Viex {if

all nodes in the network have the wavelength-continuity constraint, then
F, isequalto A, ).
(3 _,: Set of wavelengths assigned to the minimum hop path p, .

* C,,; - Set of critical links for a (s, d)-pair, where V(s,d) eM .

*a ,: The weight for a (s, d)-pair, where V{(s,d) eM .

Among above notations, C,, and «_, are key parameters in the MW-

MIPR algorithm. C_, indicates critical links belonging to =, of a (s, d)-

17



pair and are shared on the minimum hop paths of other node pairs at the
same time. These links have higher congestion possibility for potential
future requests than other links within 7 . Thus, this notation is
necessarily considered for determining a critical link regardless of the case
that a wavelength converter at a node is present or not. «, is the weight
for each node pair. which is chosen in order to reflect the “importance™ of (s,
d)-pair where V(s,d) € M . For example, it may reflect the relative QoS of
the traffic carried between each node pair. Based on these notations, the
ultimate object of MW-MIPR is represented below in Equation (1). It is a
maximum available wavelengths problem for each source-destination pair in
M except the current demands. Then, it is assumed that demands arrive
one at a time and the current connection request is between «and & nodes,
where (a.h) e M.
max Zam -F, 1
(s.dYeM(ak)

To achieve Equation (1), the proposed MW-MIPR algorithm routes the
current demand along a path that does not interfere too much with potential
future requests. The proposed algorithm defines a route between a (a, b)-
pair selected by MW-MIPR as pJ and similar to the above-mentioned
notations, the MW-MIPR algorithm uses #,, A”,, F, and Q7 . And
for the wavelength assignment problem on the route p, selected by MW-
MIPR, the FF scheme is used due to its small computational overhead and
low complexity [6]. The next two sub-sections will describe the concrete
routing operation for each case i.e., networks with full WC capability or

networks without WC capability.

18



2. Network with Full Wavelength Conversion Capability

2.1 MW-MIPR Formulation

In DWDM networks, the wavelength-continuity constraint can be
eliminated if a wavelength converter exists at each node [18]. Especially, in
the network consisting of nodes with full WC capability from any
wavelength to any other one, a wavelength can be easily assigned if a
residual free wavelength is on links along the selected route {12][19}. For
such a network, the number of available wavelengths on a link is regarded
as an important factor to improve network performance in terms of blocking
probability. In this sub-section, a new notation A is added as a threshold
value of available wavelengths on a link to choose the minimum
interference path for potential future connection requests with consideration
of critical links as well as non-critical links with few wavelengths. Based on
notations such as €, andA, MW-MIPR algorithm determines links with
congestion possibility for a potential future demand between a (s, d)-pair in a
network with full WC capability according to Equation (2), where

V(s,dYe M\(a.h)and ¥/ ¢ L,and call them CL _ WC,,.
CL WC, :(leC ONRIY<A), Y(s,d)eM\{a,b),VIel )

If a link / belongs to the set of critical links, ie., /eC, and the

number of residual wavelengths on that link is lower than the threshold

value, i.e., R(/)<A, then link [ is the critical link. In this equation, the

appropriate choice for thresholds value A is very important for efficient

19



wavelength utilization. If A 1s chosen to be large, then pre-reserving many
wavelengths for future connection requests can cause wavelength waste. On
the other hand, if A is set too small, then the potential blocking probability
for upcoming traffic may be high. In this paper, the threshold value A is
set within 20 % or 30 % of the total wavelength number on a link, this ratio
is assumed by accomplished simulation results regardless the number of
wavelength per link. The proposed MW-MIPR algorithm gives appropriate
weights to each link based on the amount of available wavelengths on a link
! where v/ <L, so that the current request does not interfere too much
with potential future demands. The link weights are estimated by the
following procedures. First, let 0F,,/éR(/) indicates the change of
available wavelengths on the bottleneck link / for the potential connection
request between a (s, d)-pair when the residual wavelengths of link [ are
changed incrementally. With respect to the residual wavelength of the link,
the weight w(/) ofalink [ issetto
w(l) = >a,(@F, /oR(l), Vel 3)
(s.dye M(a,b)

Equation (3) determines the weight of each link for all (s, d)-pairs in the
set M except the current request when setting up a connection between the
(a, b)-pair, e, (s,d)eM\(a,b), but computing weights for all links is
very hard, where VI e L. To solve this problem, MW-MIPR considers more
restricted links than other links for routing with Equation (4) if a link
belongs to the set of congestion links for a certain (s, d)-pair, i.c.,

leCL_WC,,.
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BF /8RN =1 [if (s,d):le CL_WC_,] @
oF,; /OR(1) =0 [otherwise]
wl) = Ya, (5)

(sefy:leCl_WC,

Therefore, computing the link weights is simplified as shown in Equation
(5). And then 1f the value of « , =1 for all (s, d)-pairs, w({) will represent
the number of source-destination pairs for which link / is critical. Based
on above formulations, the formal description of the MW-MIPR algorithm

in the network with full WC capability is given as Figure 8.

MW-MIPR (L, M, w(l),a,,,R().C,,,CL _WC_,)

(1) If connection is requested between a node pair (a, b) then {

sd ®

(2) Foreachlink [/, whereVie L |

(3) link weight w(l) = 0

{4 If R(I) < Athen {

(5 For each node pair (s, d), where V(s,d)e M\ (a,b){
(6) node pair weight a_;

(7 If leC,, then{

(8) CL_WC,=CL _WwC ;U1

() W)= wl)+asa b} )}

(10) Removealink /from LwithR{{)=0 }
(11) Choose the minimum hop path with the smallest w(/) using the Dijkstra’s algorithm

Figure 8. MW-MIPR algorithm in networks with full WC capability

Once the weight of each link / where VI el is determined, MW-
MIPR routes the current traffic between the (a, &)-pair along the path with
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the smallest w(/) to achieve Equation (1). If there is a tie, then min-hop
path routing will be used to break the tie. This paper accomplishes the
RWA problem in networks with full WC capability through the following

procedures.

2.2 The RWA Procedure

INPUT : Request a connection from node @ to node 4 in a given

network G(N,L,W).

OUTPUT : A route for (a,b) having minimum interference links for

potential future requests V(s,d)\(a,b) e M.

PROCEDURE
Step . Compute p, for V(s,d)eM.
Step 2. Compute C, for V(s,d)eM.

Step 3. Wait for a lightpath request between a (@, b)-pair as the current

demand.

(a) If it is a lightpath connection request, go to Step 4.

(b) If it is a lightpath release request, go to Step 7.

Step 4. Route the request between the (a, b)-pair along a path pJ
selected by MW-MIPR.

Step 5. Assign a wavelength with the lowest number among the
available wavelengths set A", over a path p7 to the request
for the (a, b)-pair using the FF scheme.

Step 6. Decrease R(I) on each link, where Viex],,ie, R():=R()-1.
Go to Step 8.
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Step 7. Release the assigned wavelength Q7, to path p7, and increase
R(ly oneach link, where Viex! ,1e, R(l)=R(I)+1.

ab

Step 8. Update an assigned or a released wavelength, and go to Step 3.

3. Network without Wavelength Conversion Capability

3.1 MW-MIPR Formulation

In the absence of wavelength converter, a lightpath cannot be established
unless there is at least one common wavelength available in common on
each link of the requested route, even if all links on that route have free
wavelengths [12,17,18]. Thus, the weight of a link variably changes
according to an assigned wavelength compared with one in the wavelength-
convertible network. This causes tremendous computation complexity when
searching a route under the previous MW-MIPR formulation. In this section,
the MW-MIPR algorithm pre-selects three minimum hop paths and
wavelengths for each (s, d)-pair, where V(s,d)e M , to reduce computation
complexity. Then, for the wavelength assignment problem, one wavelength
satisfying the wavelength-continuity constraint among the available
wavelengths is chosen by the FF scheme [6]. To apply these notions to a

feasible MW-MIPR formulation under the wavelength-continuity constraint, let

pl, denote a pre-selected i th minimum hop path between a (@, b)-pair for the

current connection request and the remaining notations modify as z),, A’

ab »

F. Qb , and C., . With these notations and Equation (6), MW-MIPR

ab ®

algorithm searches congestion paths for a (s, d)-pair as a potential future
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request, where V(s.d)e M \(a,b), among three paths pre-selected between the
{a, b)-pair and callsthem CP_NWC,.

CP_NWC,, :(IeCHN(I:Q., cF) ©)

Y(s,d) e M\(a,b), Yiexl,, (i=1,23)

Equation (6) reflects whether each minimum hop path pre-selected
between the (a, b)-pair, t.e,p., (i=1,2,3) interferes with potential future
demands or not. If a link / among links over the ith minimum hop p;, is
critical link for a certain (s, d)-pair (i.e., /eC,) and the pre-assigned
wavelength Q!, on that link / belongs to the set of available wavelengths
F; of that node pair, then the link / is the congestion link for the a (s, d)-
pair. Then, even though one link/among links over a certain p!, is a
congestion link, that path p,, will belong to CP_NWC,, for potential
future requests because the wavelength assigned on one link [ is equal to the
other links over path p/, in the network with the wavelength continuity
constraint, where v/ ex),. The MW-MIPR algorithm computes the weight
of each path p., (i=1,2,3) based on CP_NWC_,, where Y(s,d)e
M\ (a,b), as Equation (7) so that the current request does not interfere too

much with potential future demands. And then, let v, denotes the ith

minimum hop p!, with an assigned wavelength ', by the FF scheme.

w(i)= Y @, (OF, /ov,), (i=123) (7

(s, d)eP\(a.b)

In this equation, (JF,/dv,) as the interference weight denoted to
reflect the change rate of available wavelengths on the bottleneck link

ler, for the potential connection request between a (s, d)-pair, where
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V(s,d) e M\ (a.b), when the current connection demand between the (a, b)-
pair route along path the th minimum hop p/,, which indicates how many
potential connection requests for all node pairs i.e.,V(s,d) e M\ (a,b) are

blocked by each path p), pre-selected between (a.,b) pair.

(OF , 1dv,)=1, Lif(s.d):py, e CP_NWC , N{(F, - Qy)=0¢}]
(OF 4 /0v,) =112, [ (s.d):ply € CP_NWC , N{(Fy - QL) =gt &)
(6F ,; /0v;)=0,  [otherwise ]

As shown in Equation (8}, the value of (8F,,/dv,) is appropriately
given according to an assigned wavelength Q!, over each path p!, pre-
selected between the (g, b)-pair as follows: when the minimum hop path
p.; between a potential request node pair V(s,d) e M\(a,b) shares any
link / with the pre-selected ith minimum hop path p!,. and if the same
wavelength is assigned on the all links over p,, (i.e., Viex,) regardless
of allocated wavelength €, over pl,, then (6F,, /év,)is equal to 1/2, else
(0F, /0v,) is equal to 1. In all other cases, (oF,,/dv,) is equal to 0. And
then, the MW-MIPR algorithm chooses the optimal route with the smallest
weight w(i) among the three pre-selected paths between the (a, b)-pair
under the wavelength-continuity constraint i.e., a route with the minimum

interference for connection demands in future. Figure 9 represents the MW-
MIPR algorithm in networks without WC capability.

Once the weight of each path p), (i=1,2,3) has been computed, the
MW-MIPR algorithm would like to route the request between the (a, 5)-
pair along the ith minimum hop path p., with the smallest w(i). If

there is a tie, then the minimum hop path among them will be chosen.
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MW-MIPR (w(i), & gy Pip-Tip s C g Fogs Qs OF oy 1OV, ,CP_NWC )

(1) If connection is requested between a node pair (a, ) then {

(2} For pre-selected each path p/,, i=123{

(3) path weight w(i) =10

(4) For each node pair (s, d) , where V(s,d)e M\ (a,b) {

(5) node pair weight «,

(6) For each link [/, where V/ ey {

(N It (leC HNI:CY, CF,) then {

(8) CP_NWC,, =CP_NWC,Up,

% If (F,-Q,)=¢ then (8F, /év,)=1and Goto (11)

{10) Else (F,, —Qu)#¢ then (0F,/dv,)=05and Goto (11) } }
(11) wli)=wl)+a,(@F, /v) } 1}

(12) Choose the minimum hop path  p;, with the smallest w(7) using the Dijkstra’s algorithm

Figure 9. MW-MIPR algorithm in networks without WC capability

The process of RWA in the network without WC capability is as

follows.

3.2 The RWA Procedure

INPUT : Request a connection from node « to node b in a given
network G{(N,L,W).

OUTPUT : A route for (a,b) having minimum interference links for

potential future requests V(s,d)\(a,b) eM.

PROCEDURE

Step 1 and Step 2 are equal to those in a network with full WC
capability.
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Step 3. Wait for a lightpath request between a (a, b)-pair as the current

demand.

(a) If it is a lightpath connection request, go to Step 4.
(b) If it 1s a lightpath release request, go to Step 9.

Step 4. Compute three minimum hop paths between the (a, b)-pair and

pre-select them.

Step 3. Pre-assign a wavelength €, on each minimum hop path p’,

(i =1, 2, 3) with the FF scheme.

Step 6. Establish the connection between the (@, b)-pair along a path p7,
selected by MW-MIPR.

Step 7. Remove the assigned wavelength Q to path pl, from
available wavelengths F,, for each the (s, d)-pair with status

as Vie(z,nx),), where V(s,d) eM\(a,b).

Step 8. Decrease R({) on each link, where Viex!, ie, R()=R()-1.
Go to Step 10.
Step 9. Release the assigned wavelength 27, to path p, and increase

R() oneachlink, where ¥/ex" 1e, R():=R(+1.

ab

Step 10. Update an assigned or a released wavelength, and go to Step 3.
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IV. Differentiated RWA Mechanisms for

QoS Services

The explosive increase of traffic volumes and real-time multimedia
applications with the rapid development in Internet technologies calls for
the NGI based on DWDM as high-speed transport network [12]. One of the
important issues of future generation high-speed networks is the provision
of proper QoS guarantees for a wide variety of multimedia services such as
voice telephony, video conferencing, tele-immersive virtual reality, and
[nternet games [20]. This section introduces QoS parameters to guarantee a
satisfying QoS for each multimedia service and propose differentiated RWA
mechanisms with recovery capability based on the differentiated QoS

services model in the NGI.

1. QoS Parameters

A generic classification by application types as supported by the NGI

may be divided into differentiated service classes (premium service, assured
service and best-effort service) based on the level of their QoS [21]. Let us
have a look at the features of each service. Premium service requiring
absolute guarantees on QoS is constant bit rate application flow service such
as virtual leased lines or switched service for voice and video circuits, It
provides guaranteed peak bandwidth with the lowest end-to-end delay, jitter,
and loss. Assured service demands for certain minimal statistical guarantees
on QoS and offers an expected level of bandwidth with a statistical delay
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bound as service that exhibits a greater degree of time-sensitivity, for
instance distributed simulation and real-time streaming. Best-effort service
corresponds to current Internet services such as file transfer, web browsing,
and e-mail. They do not require explicit QoS guarantees at all. This service
tries to make the best use of the remaining bandwidth and allows injecting
traffic at an arbitrary rate into the network. If QoS requirements and
constraints of each service mentioned above are differentially applied to the

NGI based on DWDM, the result can be summarized as Table 1.

Table 1. Differentiated services model in the NGI

(£,=10 Gbit/s)

Class'lﬁc?non Premium service Assured service Best Effort service
criteria
BER (Q) 107'%(8) 10'°(8) ~ 10" (7.5) 1077 (6)
el. SNR 18.06 dB 18.06 dB ~ 17.5 dB 15.56 dB
OSNR 20.67 dB 20.67 dB ~ 20.1 dB 18.17 dB

Resouice
allocation

Pre-specified
percentage (10%)
for this service

(C band: 1530 nm ~

Pre-specified

percentage (30%) for

this service
(L band: 1565 nm ~

Best use of the
remaining bandwidth
(L band: 1565 nm ~
1625 nm)

1565 nm) 1625 nm)
Recovery scheme Protection (1:1) Protection (1:N) Restoration
/backup lightpath /backup lightpath at IP level
< 50 msee < 50 msec 1100 sec
Recovery time (Detection time: {Detection time: < (Detection time:
< 100 msec) 100 msec) 100 msec ~ 180 sec)

This paper introduces two main approaches to QoS evaluation in order to

provide services with differentiated QoS in the NG

First, one is related to the transmission quality of a lightpath. In DWDM

networks, an optical signal passing through network components such as
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OXC (Optical Cross-Connect), fiber, wavelength converter, and EDFA
(Erbium-Doped Fiber Amplifier) undergoes many transmission impairments
throughout its route. Then, the quality of optical signal on each link 1s
affected by several impairments ranging from simple attenuation to complex
nonlinear effects [22,23], which 1s determined by calculating bit error rate
(BER) in the receiving node. BER 1s the most important one among several
parameters proposed for monitoring signal quality {24] and 1s complemented
by other parameters to diagnose the system problems like optical signal-to-
noise ratio (OSNR) or electrical signal-to-noise ratio (el. SNR} [23]. But it is
difficult to measure directly BER from a signal at system and OSNR may
vary significantly for a specific BER value because of nonlinear effect
unrelated to noise accumulation. BER in an optical network can be estimated
by the Q-factor as a new parameter evaluating signal quality [25]. It measures

SNR based on assuming Gaussian noise statistics in the eye-diagram.

BER(Q) = (1/2r) - (exp(-Q? 12)/ Q) (9)
el SNR =101og 0* (10)

(L)L) Be

OSNR, | = >
(1-r) Bd

0 (mn

r = 0.15 {extinction ratio of the transmitted optical signal)
Be = 0.75 x fo {effective electrical noise bandwidth due to bit rate fo)
Bd =12.6 GHz or 0.1 um (optical bandwidth for OSNR measurement)

Thus, the QoS parameter related to the transmission quality of the
lightpath is determined by the following Equations (9} to (11} [26]. The
measured SNR must strictly comply with BER, el.SNR and OSNR
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constraints for each service presented in Table 1 on all links of the selected

route.

The other one 1s considered for survivability of the lightpath. As
mentioned above, an optical signal carrying high-speed data will experience
loss or degradation of signal by various impairments. The survivability in
DWDM networks is an important problem because a single failure can
cause loss of vast traffic volumes [27]. That is essentially needed to the
foundation and success of the NGI expected to transmit real-time
multimedia services and many other Internet applications entail high
reliability and QoS guarantees. It would be desirable 100% resilience
guarantees to all various traffic with differentiated QoS level and constraints
over the Internet. However, it is not very inefficient in terms of wavelength
utilization and QoS guarantees. Thus, the differentiated survivability
capability based on the service type is needed in the NGI based on DWDM.
For premium service, assured service, and best-effort service, this paper
introduces recovery schemes such as 1:1 protection where a link-disjoint
backup path and wavelength is reserved at the time of connection setup for

each working path, and 1:N protection where one protection path shared

among several working paths.

2. The Differentiated RWA Mechanism with QoS Guarantees

To provide services with satisfied QoS in the NGI based on DWDM,
RWA must be accomplished in consideration of several attributes affecting
optical signal quality related to network performance. This paper proposes
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the differentiated RWA mechanism with QoS recovery capability for each
service classified in above section under the following scenario: (a) the loss
of optical signal is in proportional to the hop length of the selected route, (b)
wavelengths passing through the same type of physical components have
different QoS attributes according to its own wavelength band, and (c) the
recovery schemes for each service depend on the service priority and

recovery time.

For case (a), the more an optical signal passes through nodes consisting
of OXCs, OADMs (Optical Add/Drop Multiplexers), and wavelength
converters, the more the quality of the optical signal falls. Thus, premium
service and assured service that require high quality would be routed along
the shortest-path selected by OSNR of the wavelength regardless of the
amount of residual wavelengths on a link. To provide optimal routes for
these services, (OSNR), as OSNR of each link must satisty (OSNR),, . This
means the OSNR constraints of each service class expressed in Table 1 must
be fulfilled throughout all links over the selected path as shown in Equation
(12). And then, the MW-MIPR algorithm proposed in Section 3 is applied

for best-effort service to protect routes with the best OSNR for services with

high QoS level.

(OSNR), = (OSNR),, Viep, (12)

For case (b), both attenuation and dispersion result in more serious
damage for signal quality and can change by wavelength range. Considering

the attributes of these impairments, premium services with the highest QoS
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assurance should be assigned to wavelengths that correspond to the C-band
(1530-1565 nm) with zero-dispersion and low attenuation coefficient of
0.28 dB/km [28] among the feasible wavelength ranges for the current
signal transmission. Wavelengths within the L-band (1565-1625 nm) [29]
with a little lower quality than the C-band can be used for assured services
and best-effort services. To provide more sufficient QoS with this
wavelength assignment strategy, this paper also proposes the service-
differentiation by assigning service-specific wavelength ratio on each link in
the network. The amount of the total available wavelengths on each link is
allocated to each service class like 10 % for premium service, 30 % for
assured service, and 60 % for best-effort service. Generally, thereby gaining
the load balancing effect by avoiding heavy loaded links and failing
lightpath settings. The proposed wavelength assignment strategies are

presented 1n Table 1.

For case (c), this paper applies differentiated recovery schemes for each
service to protect a lightpath against a link or node failure in the network
according to Table 1. For premium services that command the highest
priority and fast recovery time less than 50 msec, 1:1 protection is
performed because it can guarantee 100 9% survivability by quickly
switching traffic to the dedicated back-up path as soon as service
degradation 1s detected. For sustaining QoS of assured service with a lower
QoS level than premium services, this paper applies 1:N protection
providing high wavelength utilization by sharing one back-up path with N

working paths. But, unlike 1:1 protection, the traffic switched protection

33



path must be switched back to the working path after it is repaired so that
the protection path is available for any future working path failures. This
paper adopts 1:3 protection with respect for these characters. In generally,
the protection paths for premium services and assured services should be
chosen in such manner so as to support the necessary transmission quality
guaranteed along selected link-disjointed QoS path within the assigned
wavelength ratio. And best-effort service is protected by restoration at IP
level. If a failure occurs, then disrupted traffic can be compensated by TCP

retransmissions within from 100 ms to a few seconds.

Connection request

Premium&estveffon
Service ?

v Assured v

1% QoS(OSNR) Routing 1¥' QoS(OSNR) Routing MW-MIPR Algorithm
Routing

[ primary path/

backup path (restoration) ]
y \ 4
2*4 QoS(OSNR) Routing 2" Qo$(OSNR} Routing

No
1:1 protection 1:3 protection

v h 2 Yes

FF {Waveleneth Assignment)
Pre-specified 10%

Cband : 1530 nm ~ 1565 nm

FF (Wavelength Assigniment)
Pre-specified 30%
L band : 1565 nm ~ 1625 nm

FF (Wavelength Assignment)
Pre-specified 60%

L band : 1565 nm ~ 1625 nm

I

.

Feasible wavelength?

Yes

Connection establishment

) 4

Connection request blocking

Figure 10. The differentiated RWA mechanism with QoS guarantees
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Based on articles proposed in the case (a), (b) and (c), the differentiated
RWA mechanism for each service class are implemented as illustrated in

Figure 10.

If the residual wavelengths on a bottleneck link of the chosen route for
best-effort service are less than threshold value A on a link, then MW-
MIPR algorithm will block traffic for best-effort service. It can reduce the

blocking probability of traffic of the higher priority services.
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V. Simulation Results

. Network Model

In this section, simulations are carried out to evaluate the performance of
MW-MIPR and differentiated RWA algorithm with QoS recovery. To prove
the efficiency of the MW-MIPR algorithm proposed in Section 3, this paper
analyzes the blocking performance of MW-MIPR in case of network with or
without wavelength converters and compare with that of the existing FR and
DR algorithm via simulations. Similarly, to perform an efficiency test for
differentiated RWA with QoS recovery capability described in Section 4,
the same conditions with the test for MW-MIPR are applied. And this paper
also examines the survivability ratio for each differentiated QoS service

class.

Topology used in simulations is NSFnet currently used for WDM
network model in USA and adopted in most of papers relation to WDM

networks.

Figure 11. 14-node NSFnet
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The assumptions are as follows: (i )} The physical topology consists of
14 nodes and 20 links as shown in Figure 11. (i1) The number of fibers
per a link is one, and the number of wavelengths per a fiber is eight. (ii1)
The topology is static and is not reconfigured during the simulation. (iv) A
set of node pairs which can originate the lightpath connection setup 1s
arbitrarily selected from the set of total node pairs and this paper chooses
7 pairs for simulations. (v) Connection requests arrive in sequence. (Vi)
Blocking probability is the ratio of the number of working or backup
lightpath requests rejected to the number of lightpath connections
requested. If a connection request for the working path is blocked, the

procedure for backup path setup is not done.

2. The Analysis of Simulation Results

First, this paper compares proposed MW-MIPR to the existing routing
(FR and DR) algorithms in case of a network without WC capability. The

result is illustrated in Figure 12(a).

The blocking probability is almost the same for nearly 10 lightpath
requests (about 15 % of total network capacity) but it makes a difference
in blocking probability performance according to each algorithm for
lightpaths set above 10. The result indicates that FR has the lowest
performance. Tt is because this approach to set up lightpath connections is
very simple. If, however, wavelengths along the path are tied up, it can
potentially lead to high blocking probabilities. And then the proposed
MW-MIPR algorithm has ‘the lower blocking probability than DR

37



(improved by about 10 ~ 15 %.) because of selecting the minimum

interference path with potential future setup requests.
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0 20 33 39 45 5t 57 63 69
No of Traffic Lightpaths

(a) Network without WC capability
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0.5

0.4

0.3
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0 20 33 39 45 51 57 63 69
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(b) Network with full WC capability

Figure 12. Comparison of FR, DR and MW-MIPR
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Generally, the restriction imposed by the wavelength continuity constraint
can be removed by the use of wavelength converters. They play an important
role in enhancing the resource utilization and in reducing the overall call
blocking probability of the network. Figure 12(b) shows the comparison of
FR, DR and MW-MIPR with full WC capability. Compared with the results
in Figure 12(a) without wavelength converters, all approaches exhibit lower
values outperform them in Figure 12(a). Moreover, the proposed MW-MIPR
algorithm performs better than the others too. Actually, the blocking
probability of MW-MIPR is improved by 10 % to DR.

The importance of QoS guarantees i1s described in Section 4.
Accordingly, we define MW-MIPR applied to differentiated QoS routing
as MW-QMIPR, and analyze the blocking probability and performance of
MW-QMIPR for a network with and without WC capability, in Figures 13
(a) and (b), respectively. In Figure 13, the blocking probability of MW-
(QMIPR is higher than previous results in Figure 12. The primary reason
for this inefficiency is because QoS routing algorithm reserves the backup
path for QoS guarantees of premium and assured service in advance.
Therefore, the efficiency of blocking probability, as such, 1s not good, but
through QoS guarantees, it provides continuous confidential service in the
presence of failures. When the connections are established with
wavelength converters as shown in Figure 13 (b), the blocking probability
is lower than that of network without wavelength converters. The reason

was explained before.
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Figure 13. Comparison of FR, DR and MW-QMIPR
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Finally, another significant observation in differentiated RWA
mechanisms with recovery capability is a survivability ratio. For its
measurement, this paper has generated multiple faults on arbitrary links in

the network.

Table 2. Survivability ratio

, Premium Assured Best-effort
Service class {(1:1 Protection) (1:3 Protection) (Dynamic Restoration)
Survivability Fixed

. Not fixed

ratio 100% 33%

Table 2 shows the survivability ratios for differentiated service classes.
As this paper described in Section 4, dedicated path-disjoint protection
(1:1 protection) for premium service is applied. On this account,
survivability can be guaranteed by 100 percent from not only single-link
failures, but also some multi-link failures. Assured service using shared
protection mechanism (1:3 protection) has lower survivability ratio than
premium service, but it is possible to utilize the capacity more efficiently,

while still achieving over the minimum 33 % for single-link failures.

Moreover, protection mechanisms for both services can guarantee
absolute survivability under any circumstances: Fixed. However, dynamic
path restoration for best-effort can guarantees only relative survivability,
according to residual bandwidth: Not fixed. This phenomenon occurs due
to discovering backup path after the primary lightpath fails, not to reserve

backup bandwidth in advance.
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VI. Conclusion

This paper suggested a new dynamic routing method choosing a route that
does not interfere too much with many potential future connection requests for
two cases: networks with full wavelength conversion capability and networks
with no conversion capability, and presented the differentiated RWA
mechanisms with recovery capability based on proposed MW-MIPR algorithm.
With respect to the future potential network congestion, proposed work can
achieve advanced global efficiency in wavelength utilization as well as
guarantee satisfied QoS for widely various multimedia applications in the
DWDM network as the NGI backbone network. Simulation results show that
the proposed MW-MIPR algorithm significantly improves network
performance in blocking probability comparing with previous routing
algorithms used in DWDM networks regardless whether a wavelength
converter at node is present or not, and that differentiated RWA mechanisms by
applying MW-MIPR algorithm provide more reliable and stable QoS
guarantees for each service by considering signal quality and survivability.
Therefore the proposed approach can be also applied to generalized multi-

protoco! label switching (GMPLS) as control protocol in the DWDM network.

As future research, this paper will study the MW-MIPR algorithm based
on sparse wavelength conversion with regard to the impact of the location or
the number of wavelength converters on signal quality and cost efficiency in
the network. And, this paper will expand the RWA problem for various
multimedia applications in the NGI by subdividing more detailed QoS

levels in the diverse service classes.
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