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A Study on O-LSP Establishment Mechanism for MabicService in OVPN over
IP/IGMPLS over DWDM

Kyung-Dong Hong

Department of Telematics Engineering, Graduate School

Pukyong National University

Abstract

OVPN over IPIGMPLS over DWDM technology is seeradavorable approach
for supporting high bandwidth multimedia servicadw@QoS assurances. In OVPN,
point-to-point connection is not efficient way pidwg services such as HDTV,
live auction, and video-conferencing in aspecthef tesource utilization. In order
to provide these services, the study on point-tdtipnint method should be
considered. In this paper, therefore, the multicgstical-label switched path(O-
LSP) establishment mechanism is suggested as tBegQaranteeing technology
for multicast service in OVPN. For the establishtneh multicast O-LSP, we
propose a hew multicast routing generation algarithS-MIMR (Virtual Source
based Minimum Interference Multicast Routing) tlmakes multicast tree by
finding minimum interference path between virtuabice nodes. And we also
suggest a control mechanism to adjust the operafidhe routing and signaling

protocols of GMPLS in OVPN.



I . Introduction

VPN (Virtual Private Network) over Internet hasratted a lot of
attention of users for the flexibility of use arfteteconomic benefit that
additional network need not be built. However, ¢hes difficulty in
providing sufficient QoS and adequate transmissiapacity for the high
bandwidth services such as video-conferencing, Vodie-learning, and
shared virtual reality. To resolve these problethe, OVPN (Optical VPN)
over IP/GMPLS over DWDM technology has been suggkat a favorable

approach for realizing the next generation VPN ises/[1-3].

In the OVPN over IP/IGMPLS over DWDM, the next-gaatem VPN
technology, the technology to guarantee QoS foride wariety of multi-
media real-time services allows efficiently usingtical resources, and
selects and manages the optical path that mee@dBeequirements for all
the allowed service connections in the DWDM netwéidr this reason, the
QoS guaranteeing technology of the OVPN is conetlldo be a core
technology so as to use the next generation opiitainet (NGOI) most

efficiently [4].

The QoS providing technology in such an OVPN shd@atonsidered in
the aspect of the unicast or the multicast manoeording to the types of
the OVPN services. In other words, one optimaltligath between source
and destination should be established for poirgeint (P2P) connection

and also the establishment of point-to-multipoP2P) connections must
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be considered for the support of the multicast isesv such as video
telephony, video-conference, and Internet game [&fc. In this paper,
specifically, the QoS guaranteeing technology ef @/PN is described in
aspect of the multicast O-LSP establishment meshanihe multicast O-
LSP establishment mechanism consists of the O-LSRblshment

preparation phase and the O-LSP establishment phase

The O-LSP establishment preparation phase is auktay the various
control protocols (the link management protocol @M[6], the OSPF
extensions in support of GMPLS (OSPF-TE+) [7] ahd tultiprotocol
extensions of the BGP-4 (MP-BGP) [8]) of OVPN.

And the O-LSP establishment phase consists of threeedures; the
SLA negotiation, the QoS guaranteed multicast ¢edeulation and the label
distribution of the GMPLS. In this paper, the newlticast tree generation
algorithm VS-MIMR that finds minimum interferencath between virtual

source nodes is used to calculate the QoS guachmtekicast tree.

The rest of this paper is organized as followssédotion 2, we describe
the functional architecture and operation of theS@uaranteed OVPN. In
section 3, we propose the multicast O-LSP estabkstt mechanism. In
section 4, the effects of new MCRWA algorithm iwh by experiment

results. In section 5, the conclusion and furthedyitems are presented.



II. Functional Architecture and Operation of

QoS Guaranteed OVPN

Based on the OVPN over IP/GMPLS over DWDM framew{sk we

propose the functional architecture for providihg bptical QoS in OVPN as

shown in figure 1.
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Figure 1. The functional architecture of QoS gutead OVPN



The proposed architecture consists of two plamescontrol plane and the
management plane, and is operated for the purgdo®eL&P establishment
and the QoS maintenance for providing the QoS gteed multimedia

service.

For establishing the multicast O-LSP establishmegnihe customer site, a
Customer Agent requests a CE-to-CE OLSP establishméth SLA
parameters to the Negotiation Policy Agent. When Megotiation Policy
Agent in an ingress PE receives a trigger forrsgttip an OLSP, it invokes
the QoS Routing Policy Agent for routing and wawgkh assignment with
the QoS parameters extracted from the requestdir ¢o find the best QoS-
guaranteed path, it is important for each optiaGaento broadcast the local
resource use and neighbor connectivity informatmrother nodes so that
each node has the global topology and resourceniatoon. In order to
address this issue, the OVPN Routing Agent is usetie GMPLS-based
OVPN control plane. In the OVPN Routing Agent, h8PF-TE+ or IS-IS
extensions in support of GMPLS (IS-IS-TE+) [9] arged as two standard
interior gateway protocols (IGPs), and the MP-BGRised for exchanging
the OVPN membership and CE-to-PE,PE-to-PE routigrination as the
exterior gateway protocol (EGP). Based on the mainital configuration,
the above routing protocols can employ the neigldiszovery mechanisms
to find the OVPN neighbor connectivity and resourdermation such as the
number of ports, the peering nodes/ports, the nuwfheavelength per fiber,

and the channel capacity.

Based on the OVPN membership and resource infasmathe OVPN



Routing Agent calculates the QoS guaranteed msttitae for establishing
the multicast O-LSP. In this paper, VS-MIMR chogsen tree that does not
interfere too much with the potential future coriet requests by avoiding
the congestion links is proposed to calculate tl& Quaranteed multicast
tree. After the QoS guaranteed multicast tree tation, the OVPN Signaling
Agent in the control plane is invoked to reserve diptical resource with the
GMPLS signaling protocol, the resource reservatootocol with traffic
engineering extensions (RSVP-TE+) [10] or the aamst-based routed label
distribution protocol with extensions (CR-LDP+) J11

In this paper, the RSVP-TE+ has been taken as tvenstream-on-
demand ordered control method to allocate labelee PPATH message
allocates a wavelength or port by means of its GBl®bjects such as the
Generalized Label Request, Suggested Label, LateUpstream Label, and
so on. If an ingress CE node receives the RESV agessthe label
distribution is operated on all nodes of the opfizah between the end users.
The new MCRWA algorithm proposed in this paper &MPLS signaling

procedure using RSVP-TE+ will be further illustichta the next section.

For maintaining the Qo0S, the protection/restoratitanagement contains
the four functional components [12]; failure deimat localization,
notification, and recovery. The detection of theltfattack by continuous or
periodic checking is the very first step in ordetdke provisions to repair it.
When a link or node failure is detected by the tvarg when the lower-layer
impairments such as loss of light occur, or by hiigher layer via the link-

probing mechanism, the localization procedure gged immediately by



the LMP [6] that runs between the adjacent nodessehds the LMP
CHANNELSTATUS messages between the adjacent nodastbe control
channel maintained separately from the data-beacimannel. After the
localization procedure, the notification procedisestarted by the Notify
messages of RSVP-TE+ that specify that errors iéeawbto the upstream
and downstream nodes. At this time, the QoS FaMaeagement Agent of
the management plane accomplishes the QoS rectweyon. It decides on
the necessity for using the recovery mechanismebijying the limitations of

the corresponding QoS requirements.

Optical-LSP establishment

l Protection/Restoration

preparation phase Optical-LSP establishment phase
| e 1 r 1
1 LMP 1 1 Connection Request 1
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|
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Figure 2. The operation sequence of QoS Guara@&EiN

Figure 2 represents the OVPN operation for progdpoS. In the O-LSP



establishment preparation phase, the LMP and mptiotocols exchange the
information of the link and node for organizing t®/PN. The OLSP
establishment phase consists of three proceduresSiEA negotiation, the
QoS guaranteed multicast tree calculation and dbel Idistribution of the
GMPLS. At this time, we use VS-MIMR to calculate oS guaranteed tree
for establishing the multicast O-LSP. This phaseogered in detail in the
next section. After the O-LSP establishment, ther wdata is transmitted
transparently through the OVPN optical backbonevasdt. And there is the
QoS failure recovery phase for the QoS failure edusy network faults or
attacks in the OVPN backbone network. The orgaoizaof these four

phases allows providing the QoS guaranteed OVPhcser



III. Multicast O-L SP Establishment M echanism

1. O-L SP Establishment Preparation Phase

1.1 Establishment of CE-to-CE control channel by LMP

The control channels can be used to exchange tmérotplane
information such as the link provisioning and fankinagement information,
path management and label distribution informafiomplemented using a
signaling protocol such as RSVP-TE+), and netwaotogy and state
distribution information (implemented using traffiengineering routing
protocols such as OSPF-TE+ and IS-IS-TE+). Theeefdhe control
channel between the CE nodes should be establattedhaintained by the

LMP as shown in figure 3.

CE PE P PE CE
Config msg
(A) Hello parameter Confighck msg
negotiation
- —— == = = == Control Channel Activated == == = == == == == = = >
Hello msg
(B) Fast Keep-alive Hello msg
: periodic exchange
= m———— Control Channel Up— — = == = (e mm o o o o >
LinkSummary msg
(C) Link property | 1oy SummaryAck msg
correlation
———— - = = = Control Channel Operational = == = (e == == ———- >
|

Figure 3. Control channel establishment procedure



The two core procedures of the LMP are the comrtiahnel management
and link property correlation [6]. The Control chehmanagement is used
to establish and maintain the control channels beitwthe adjacent nodes.
This is done by using a CONFIG message exchangeadndt keep-alive
mechanism between the nodes. The latter is requirdide lower-level
mechanisms are not available to detect the cowmtrahnel failures. The
Link property correlation is used to synchronize E link properties and

verify the TE link configuration.

(A) is the procedure where the CONFIG message changed and
negotiated to activate the control channel betweenadjacent nodes. The
CONFIG message contains the time interval whenHBELO message is
exchanged and the information that the initial sepe number of the

HELLO message is negotiated.

(B) is the procedure where the HELLO message isogpieally
exchanged between the adjacent nodes by observengndgotiated time
interval of the CONFIG message and sequence nutabenaintain the

connectivity of the control channel between theasod

(C) is the procedure where, by using the LINKSUMMARIessage, the
characteristics of the data link such as the melipg ability, protection
mechanism, bundling is exchanged to operate theaset control channel
between the nodes. After such procedures are daoig, the control
channel is operated between each node and theganformation of each

node is distributed according to the routing protoc



1.2  Routing information exchange by OSPF-TE+

‘CE

[ I e EEELES e BEEEE g

Hello
(A) Neighbor { > .
. Hello
discovery

- Adjacent - = =

Database Description
(B) Database { >

header Database Description

exchange

Link State Request

(C) Database Link State Update
exchange
9 Link State Acknowledgement
= ——— = Fully Adjacent "
|
|[¢= = = = —Path-Calculation. (MW-MIPR) — == == == =p

Figure 4. Routing information exchange procedur©®PF-TE+

In this paper, the routing information is distriedtby the OSPF-TE+ [7].
Figure 4 shows the procedure of exchanging thangumformation of the
OSPF-TE+ for routing between the PE nodes in thePR\backbone

network.

(A) is the procedure where the connection with #adgacent nodes is
attained by exchanging the Hello packet between d@bmcent nodes
between the PE nodes, and the state where theboeidiscovery has been
completed means that the nodes are in the relafidAdjacent”, and the
neighbor connection is maintained by the periodealhange of the Hello

packet.
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(B) is the procedure of the database header exeh@ngy the link state
advertisements (LSA) headers are exchanged andrebent needed
information among them is checked through the DmgabDescription

packet.

(C) is the procedure of the database exchange. rébent needed
information is requested through the Link State lst] packet after the
LSA headers are exchanged in the procedure (B)thantink State Update
packet containing the LSAs (Router-LSA, TE-LSA adxetwork-LSA etc.)
transmits the routing information. And the initidhtabase exchange is
attained by responding with the Link State Acknalgiment packet, and the
state where the database exchange has been cametalled “Fully

Adjacent”.

1.3 Routing information exchange by M P-BGP

The MP-BGP is an extended BGP-4 protocol for theharge of not
only the IPv4 routing information but also the ragtinformation of the
diverse network layer protocols [8]. It is also diger the exchange of the
membership information among the customer siteshen same OVPN.
figure 5 shows the procedure of the routing and beship information

exchange of the MP-BGP.
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CE PE P PE cF
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(A) Neighbor 5 > Open > Open
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KeepAlive | KeepAlive

d > KeepAlive |

(B) Keep-alive

. Update
(C) Routing P > Update

information
exchange

Update

A 4

Y
A

Figure 5. Routing information exchange procedurdBy*BGP

(A) is the procedure of the neighbor connectione &ldjacent relation is
set with other nodes by using the OPEN message,tt@dutonomous
system (AS) number, the version of BGP, BGP Rolierand the Keep-
alive Hold Time etc. are exchanged for the negomaibf the related

parameters.

(B) is the procedure where the adjacent nodesagéirmed to see if they
are alive by periodically exchanging the KEEPALIVitessage in order to

maintain the neighbor connection.

(C) is the procedure of the routing information lexiege. The network
address, and the AS number list and next hop througch are passed to

get to the destination are exchanged by using PIBATE message.

After forming such an entire routing table of the/EN, the QoS
guaranteed path is established through the SLAtrmm procedure at the

time of a connection request.
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2. Multicast Tree Construction Mechanism

2.1 Multicast Routing Protocols

One of the critical issues in OVPN is Routing andawlength
Assignment problem that is embossed as very impobdad plays a key
role in improving the global efficiency for capacittilization. In addition,
many applications such as television broadcast, ienbvoadcasts from
studios, video-conferencing, live auctions, intékacdistance learning, and
distributed games are becoming increasingly populaese applications

require point-to-multipoint connections among tloeles in the networks.

As a solution of such applications, multicast pdea an efficient way of
disseminating data from a source to a group oficlsins, so the multicast
problem in the optical networks has been studied yiars and many

efficient multicast routing protocols have beenaleped [13-17].

2.1.1 Sour ce-rooted approach

In Source-rooted approach, a multicast tree istoocted with the source
of a session as the root of the tree. The objettere is either to minimize
total cost of the tree or to minimize individualst®f paths between the
source and destinations. Depending on the objettimee are two methods
to construct a multicast tree (i.e. Source-based &and Steiner-based tree)
[13-14]

13



In Source-based tree generation methods [13-14],d@stinations are
added to the multicast tree in the shortest patifneosource of a multicast
session. These algorithms provide a computatiorsathple solution to the
multicast tree generation, but have some limit&iohable 1 summarizes
the properties, merits and demerits of each multitae generation method

in the source-based tree approach.

Table 1. Comparisons of Source-based tree genenaigdhods

Re-route-to-Source Re-route-to-Any Member-First

AR . AT The tree is constructed according to the
Each destination finds its | Each destination finds the %nk priorities, which was determined

Properties reverse shortest path nearest node in the current trg o ;
; : y whether or not the link is leading tq
heading for the source. heading for the source. destinations.
., Shortest delay, and Moderate wavelength, channelThe least number of wavelengths gnd
ad simple implementation. resources, and delay requiredi.short delay.
It requires the largest amount The constructed tree may have
Disadvantages | of channel resources and some paths, which are not the Computational complexity.

wavelength numbers. shortest paths.

In Steiner-based tree [13-14], the destinationsaalded to the existing
multicast tree one at a time in such a way thattote@ cost of the tree is
minimized. To add a node to the tree, it is requicefind the minimum cost
path tree to all nodes in the tree. This approacdomputationally expensive.
Hence, heuristics are provided to choose a nodehtoh the present node
can be connected. Table 2 summarizes the properierits and demerits of

each multicast tree generation method in the Stéiased tree approach.

14



Table 2. Comparisons of Steiner-based tree geparatethods

M ember-Only

Capability-Based-Connection

Properties

It is similar to the Member-First
method. However, if some intermedia

Spawn-from-VS
e heuristic

Capability-based-priority heuristic

nodes are located in equal distance f
the present node, the node is connec
to one of them selected arbitrary.

OTld spawn a new
afee, each VS nodg
acts like a source.

The Nodes in the networks are assigned
with priorities depending on the wavelength
conversion and splitting capabilities.

Advantages

It requires the least number of
wavelengths and wavelength channel
resources among all four algorithms

This approach needs less wavelength and chanoeirces

compared to the Member-Only method.

(including this) already explained.

Disadvantages

Long delay, and computational complexity.

For a given multicast session, the methods of tlece-rooted approach
construct a set of trees with an objective of eitheimizing the total cost
of the tree or minimizing the individual cost oktpath between the source
and the destinations. But the source-rooted apprées to consider all
intermediate nodes that were laid in the paths éetwthe source and the
destination nodes in order to establish efficierdthp constructions.
Therefore it has a long light tree setup time. didiaon to the long setup
time, the light tree needs to be reconstructelefitee structure is changed

or a link fails. For such a case, the Virtual Seurooted approach was

suggested.

2.1.1 Virtual Source-rooted approach

The algorithm based on this approach overcomedirth@tions of the

source-rooted approach. In the VS-based tree geer@pproach [14-17],

firstty some nodes are chosen as VS nodes in thiee eretwork. At this
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time, the nodes that have the highest degree eamthst number of adjacent
nodes, are chosen as VS nodes. And the VS nodeshudir splitting and
wavelength conversion capabilities. The light pesthestablished between
these VS nodes, and the entire network is parétianto each VS node by
exchanging information through the established .p&tnen a multicast
session is requested, the multicast tree is cartstifor each session based
on the partitioned area between the VS nodes andntitual connectivity.
Therefore, the VS-based tree construction apprsaganerally divided into

the network partitioning phase and tree generaifase.

A. Network Partitioning Phase

®

~
S NG

4 ~
- \ -~
=1 B2 £y )
(P31 |PE4| |PES| |PEG|

4 4 4

Provider - ;- Ny -

Core network

(a) partitioned network based on VS (b) VS-based sub-trees

Figure 6. Partitioned OVPN backbone network

The given network is partitioned into some partsdoaon the nodes
adjacent to the VS nodes as shown in figure 6.ddgree of VS1 and VS2
is 5, the degree of P1, P2 and P3 is 2, and theeeey the other nodes is 1.
Thus, the nodes that have a high degree are class®!$ nodes. Once the

VS nodes are identified, then the paths betweeX&lhodes are computed.

16



Every VS establishes connections to all the otft@md@des. As a result, the
network can be viewed as a set of the interconde¥t® nodes, and the
remaining nodes in the network grouped into tresshewith the root as a

VS node [21,22].

B. Tree Generation Phase

In the tree generation phase, when the set of ecamd destinations for
each request of multicast session are given, théaamst tree is generated

by using the connection information provided in thetwork partitioning

PE1
Session Source node Destination node
1 PE1 PE4, PES 0
2 PE3 PE4,PES5, PE6
(a) Multicast session requests P1
PE1 PE4 PE4 PE6
(c) Multicast tree of multicast session 1
PE2 PES
Light Path Path ‘Wavelenth
PE3 N\ PE6 PE1-VS1 PE1-VS1 W0
4 VS81-VS2 |VS81-P1-VS2 Wo
VS2-PE4 VS2-PE4 Wo
Provider Provider
Egde Core network Edge VS2-PE6 | VS2-PE6 wo

(b) Multicast session 1 (d) Wavelength assignment of multicast session 1

Figure 7. Multicast tree generation of multicastssen 1

When the set of the source and the destination nbdach session is as
shown in (a) of figure 7, the multicast tree acaugdo each session can be

established as follows. The source node requests ntilticast tree

17



generation to the primary virtual source (PVS) twitains the source node
as a group member (VS 1 in figure 7). The PVS fitldssecondary virtual
sources (SVSs), which are the VS nodes of the grthgt have one or more
destination nodes of the given multicast sessibhof figure 7 represents
the multicast tree for the first session thatmally generated, and (c) shows

the distribution of the wavelengths assigned togimeerated multicast trees.

Figure 8 shows the generation of the multicast arekthe assignment of
the wavelength for the second session in the sasi@dn. In the similar

manner, the multicast trees can be obtained fothihe: and fourth sessions.

Light Path Path Wavelenth

PE3-Vs1 PE3-VS1 wo

V81-V§2 | VS1-P1-VS2 w1

VS2-PE4 VS2-PE4 w1

VS2-PES VS2-PES wo

Provider Provider

Egde Core network Edge VS2-PE6 | VS2-PEG w1

(a) Multicast session 2 (b) Multicast tree of multicast session 2 (c) Wavelength assignment of multicast session 2

Figure 8. Multicast tree generation of multicastssen 2

In this VS-based tree method, all multicast sessidmoose the same
fixed minimum-hop path between the VS nodes. Tlas tead to high
blocking probability by inefficiently using the msrce due to the traffic
concentration on the minimum-hop path between tBenddes. As shown
in figure 7 and figure 8, both of the multicastsens use the same fixed

connection VS1-P1-VS2. Therefore, we propose a RE®RWA method

18



considering the potential future multicast sessemuests based on the VS-
rooted approach and MIPR [18-20] algorithm, calted virtual source-
based minimum interference multicast routing (VW) [21]. This

algorithm is covered in detail in section 2.2.2.

2.2 QoS guaranteed tree establishment mechanism

In the multicasting scheme, the network partitignphase of the VS-
rooted approach is included in the tree establishhmpesparation phase.
After the network partitioning for supporting theulicast service, the
routing information is distributed by the OSPF-T&d MP-BGP, and the

multicast OVPN is constructed.

2.2.1 SL A negotiation for multicast session

As in the case of the multicast OLSP establishméhg SLA
negotiation procedure is required between the O\WWabkbone network
and the customer site in order to establish the QueSanteed multicast
tree. When the QoS-TP server receives the SLA stghat contains the
multicast session information and the QoS parametdr sends the
VS_QUERY message to all the VSs in the OVPN netveorkhat the PVS

and SVSs can be found as shown in figure 9. AlMBs, which have one

19



or more destinations of the multicast session, aedpto the QoS TP
server with the VS_REPORT message. When the QoSefrer gets the
information of all PVS and SVSs, it downloads tHeASarameters onto
the Negotiation Policy Agent of the PVS in order égtablish the
connections to all the SVS nodes. At this timengsthe VS-MIMR

algorithm, which considers the potential blockirrglability, improve the

resource utilization in the OVPN backbone network.

Customer Customer
ageiit [PE ]| [vs | [__QoS TP server [vs] i
= ——— 1 SLArequest
e
VS query (PVS, SVS[ - Vs query (PVS, SVS
—_ _\fs_mpoﬂ VSreport
Tl
SLA download VS-MIMR algorithm
QoS Path Comp &SLA p iati
___________ -
__SLAack
SLA decision
S oL
i SLAreport
- e
sLA iati
. e'r QoS Traffic Policy Server =
- Moo= S5am e
cE1 " ySLAdownlaad =1 = CEB
N |
PE1 4 -
@G
/ B A
II‘ ‘I
CE3 I‘» PE2 = ces
1 |

\ /

\ /
7 PE3 P N eee
@ Partition network A -~ _ Partition network B \

= __—OVPN backbone network—__ =

Figure 9. SLA negotiation procedure for multicastvece
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2.2.2VS-MIMR for multicast tree generation

In this paper, the VS-MIMR algorithm is proposed reduce the
blocking probability of the original VS-based apach because of using
the fixed path between VS nodes. The VS-MIMR firtde minimum
interference path between the VS nodes by consglethie potential
blocking possibilities of the future connection uegts.

Fig.9 illustrates the VS-MIMR algorithm. There at@o potential
source-destinations pairs such as (PE1, PE4&PHEbB)RIEBE2, PE5&PESG).
When Path 1 is chosen for the first multicast essn order to make a
reservation for the path between PVS-SVS node paither multicast
session may share the same path. It can lead logkifg probability by
inefficiently using the resource due to the traffancentration on that path.
Thus, it is better to pick Path 2 that has a mimmmaterference effect for
other future multicast session request even thrdbgtpath is longer than
Path 2. we define that a segment means a path &etevesource(or a
destination) and nearest VS node or between VS snodefore
formulating the VS-MIMR algorithm, we define somdd&ional notations

used in this algorithm as follows.

* G(N, L, W): The given network, where N is the séhodes, L is the
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set of links, and W is the set of wavelengths k. lIn
this graph, the number of wavelengths per linkaime for

each link belonging to L.

*A: The set of potential PVS-SVS node pairs that lmamequested by

multicast session in the future.

*(V;,v,): the set of VS node pair.

*(V,,Vs) : A PVS-SVS node pair to require the resource wediem for a

multicast session when constructing a multicast, tighere

(v, V) D(V,V,).
-Srkjs: The set of minimum hop segments connecting thbk patween
the (v,v,) pairk=1 2 ..., n),where Ow,,v,)0A.
-ankS/av: The interference weight to reflect the change odtavailable
wavelengths inSy,.
*FX: The set of available wavelengths &, (k=1 2, ..., n).
*a,.: The weight for the(v,,v,) pair, where g, ,v,)0OA.

*C,.: The set of critical path between the ,v,) pair.
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*m(Sk) : The accumulated total weight oy, .
*A: A threshold value of available wavelengths St; (30% of the

total wavelengths inSy).

Among the notationsg,; and C, are key parameters in VS-MIPMR.

Here a statistically presents the weight for a segmenbating to the

degree of multicast session resource reservatiquests between the VS-

nodes, andC indicates bottleneck links between the VS-noddschv

are shared on the minimum hop paths of other nads pt the same time.

Based on these notations, the link weights arerahrted as follow:

Max)_ a,, (FX 1)
CP, 1 (Sk OC)N(Fx <A) (2)
OF & /ov=1[if (v,,v,): S5 OCP,] -
oF . /0v=0]otherwise]
n oF
mSx)= Y au( %4) (4)

O(v; v JOAN(vp V)
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Equation (1) presents the minimum interferencehefwavelength path
decision between the VS-nodes in order to choose ditimal path
according to the present multicast session requésid we can determine
the links with congestion possibility for the padieh future demand
between PVS-SVS node pair in the network with tHeWC capability as
Equation (2). And equation (3) allocates the défarated values to links
between the VS nodes. If the segment belongs tséhef congestion
paths, then the interference weight is equal i there is no interference

with the previous light path, then it is equal toAdd computing the total

weight m(S,) of a segment is set as Equation (4). Finally MBeMIMR

decides a lightpath as links that has a minimumevaf weight m(S,) .

Figure 10 illustrates the VS-MIMR algorithm to finthe minimum
interference path between PVS and SVSs for corsigua multicast tree.
When the PVS receives the multicast session redumst the QoS-TP

server, it starts to find the path to each SV& #Hegment belongs to the
set of the critical paths, i.e$;0C and the number of the residual
wavelengths on that segment is lower than the liotdsvalue, i.e.,
F;'fs <A, then the total weight of the critical path is addy Tos | After
the weight calculation of all segments betweenRW& and SVS, the VS-
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MIMR chooses the optimal route with the smallesighe m(Sy,) .

[ Start of the procedure ]
T
| Y

Multicast session request |

| Set total Weightr‘r(S:;) =0 for each segment |

!

| Sele(:lonesegmemté(,pv Vs) pail'S('\(vl,vl)ﬂl\\(vn,vs)) |

s the currently available wavelength

k .
FpS smaller than/A in the current

Select next segment

|Assign nodefairweighapsfor (Vp, VS) pair |

S the currenﬂylink% includedt

k K
F g F o
ov
aF K
| CaquIaxemsL):m(s‘; va g B |
| | selectatneryp, vs) pair |

S the calculation for thig(v,,,v,)
completed?

| Remove all segments witp:; =0 |
| Choose the minimum hop path with the rrinirm(s‘l;) |

Is the multicast sessir
request completed?

No

Figure 10. VS-MIMR procedure
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2.2.3 Multicasting Distribution tree construction using RSVP-TE+

After the tree calculation, a point-to-multipointLOP tree (P2MP
tunnel) must be constructed by the RSVP-TE+ extassior multicasting
in the GMPLS networks. Although the P2MP OLSP iastituted of the
multiple source-to-one leaf (S2L) sub-OLSPs, we signal all S2L sub-
OLSPs in one PATH message with the EXPLICIT_ROUDBiect (ERO),
P2MP SECONDARY_EXPLICIT_ROUTE object (SERO), and

S2L_SUB_LSP object (S2LO) [25,26].

PE1 (vs1) 51 P | 51 PE2

PATH msg PATH msg PATH msg
ERO=(V51,P1,PE2),S2LO=PE2 »

ERO=(P1,PE2),82LO=PE2 ERO=|PE2), 820 0=PE2
SERO=(VS1,P2V52,PE3),52LO=PES isiessc ‘—‘ ’

SERO=(V52 PE4).52L O=PE4

PATH msg

ERO=(P2 V52 PE3),52L0=PE3
SERO={V52 PE4).52LO=PE4

P2 @ > PE3
PATH msg PATH msg
ERC=(VS2 PE3),S2L0=PE3 ERC=PELB2LOsES
SERO=(VSZ,PE4),52L0=PE4
PATH msg

ERO=(PE4) 521 O=PE4

*52L0 = S2L_SUB_LSP Object
* ERO = Explicit Route Object | PE4
* SERO = Secondary Explicit Route Object

Figure 11. Extended RSVP-TE+ for multicast trealgsshment

Figure 11 shows a P2MP OLSP with PE1 as a sourde aad three

26



destination nodes (PE2, PE3 and PE4). We assumiéh82L sub-OLSP
to PE2 is the first S2L sub-OLSP and the restla@estibsequent S2L sub-
OLSPs. In PE1, the PATH message contains one ER@éS2L sub-
OLSP to PE2 and two SEROs for the S2L sub-OLSH3EB and PEA4.
When the branch nodes (VS1 and VS2) receive theHPAlEssage, it
generates the multiple PATH messages with the rédiffe EROs and
SEROs. In our example, VS1 sends a PATH messagé teith the ERO
encoded as {P1, PE2} and also a PATH message titA2he ERO={P2,
VS2, PE3} and SERO={VS2, PE4}. After sending oute tiPATH
messages to all nodes of the multicasting tres, il be confirmed by
the RESV message with the ROUTE_RECORD object (R&©)P2MP
SECONDARY_ ROUTE_RECORD objects (SRROs) at eack difithe

multicasting tree [26].
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IV. Analysisand Simulation of VSMIMR

In this section, simulation studies are carried ¢woit evaluate the
performance of VS-MIMR. The simulation is run onnBem 4 PC with
2.8GHz CPU and 512MB RAM. The network model usetheasimulations
are 14-node topology, as shown in figure 12, thatcarrently often used as
DWDM network models and adopted in most of the papelated to
DWDM networks. And we assume that the multicassisesrequests arrive
randomly according to the Poisson process.

We will compare the results of our algorithm witts\¥ased method in
respect of the utilization of the wavelength nunsband the wavelength
channel numbers, and analyze the gain of the wagtienumbers and the
loss of the wavelength channel numbers. Here tive gyad the loss mean
the differences of the wavelength numbers and efwavelength channel
numbers between our algorithm and Virtual Sourceetla method,
respectively.

In order to prove the efficiency of VS-MIMR algdmih proposed in section 3,
we showed the wavelength numbers and the wavelehgtinel numbers of VS-
MIMR and the Virtual Source-based method; hereGneup Size (GS) that
determines the number of members to construct ecasilsession is 0.3 and 0.4
[24]. Figure 13 reveals that the proposed VS-MIMgbathm outperforms the
Virtual Source-based method due to the selectiathediminimum interference
paths. Therefore VS-MIMR can accomplish approxitge2d% improvements

of the wavelength numbers in case of GS 0.3 ofdd&opology, in comparison
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with those of the VS-based multicast method, wherseventh multicast session
arrived.

Although VS-MIMR needs slightly more numbers of elength channels than
those of Virtual Source-based method due to tteudeaths to avoid congestion
links shown in figure 15, we can identify that kb&s of the wavelength channel does
not exceed 7% in 14-node topology, as shown indida.

In conclusion, using VS-MIMR we can construct thelticast trees more
efficiently than the Virtual Source-based methodiere though we

experience a bit of loss in the wavelength chanoeibers.

Figure 12. Example of 14-node network topology
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The gain of wavelength numbers (%)

The number of wavelengths requi

—&— VS-based(GS:0.3)
—l— VS-MIMR(GS:0.3)
—&— VS-based(GS:0.4)

VS-MIMR(GS:0.4)

GS: Group Size

1 2 3 4 5 6 7

The number of sessions

Figure 13. The number of wavelengths over sessions
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—&— Group Size:0.3
—il— Group Size:0.4

1 2 3 4 5 6 7

The number of sessions

Figure 14. The gain of wavelength numbers overicess
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90

—&— VS-based(GS:0.3)
—l— VS-MIMR(GS:0.3)
—&— VS-based(GS:0.4)

VS-MIMR(GS:0.4)

GS: Group Size

The number of wavelength chani

1 2 3 4 5 6 7

The number of sessions

Figure 15. The number of wavelength channels o¥esiens

—&— Group size:0.3
—l— Group size:0.4

The loss of wavelength channels
N

The number of sessions

Figure 16. The loss of wavelength channel numbees sessions
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V. Conclusion

In this paper, the functional architecture and ititeroperation of the
control plane and management plane of the QoS giewe@d OVPN are
presented. Based on this technology, the multi€ds$P establishment
mechanisms are suggested for providing QoS in O¥kR& IP/GMPLS
over DWDM. In this case, the new routing algoritheelculating the
minimum interference multicast tree is describedd ave showed the
efficiency from simulation results. And the contrpfotocols of the
GMPLS such as OSPF-TE+, RSVP-TE+, LMP and MP-BGR ar
presented for applying to QoS guaranteeing OVPMénaork.

In the future research, we have a plane to impléntem proposed
OVPN framework with GLASS tool in order to verifigd efficiency of the
proposed algorithms and mechanisms. And OVPN salbility
technology is needed for sustaining traffic contyeven for network
failures since a short service disruption in DWD&ked OVPN carrying

extremely high data rates cause loss of vastc¢raffiumes.
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