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Counting Algorithm of Microorganism and Control of
Bioreactor System

Hak-Kyeong Kim

Department of Mechatronics Engineering
Graduate School
PUKYONG National University

Abstract

This thesis proposes the counting algorithms of microorganism in bioreactor
and the design method of theoretical control system for controlling bioreactor
system. The counting at each growing steps of microorganism is very important in
order to control bioreactor system. There are a viable cell counting method using
culture medium of microorganism and a direct counting method using a
microscope in traditional methods for counting microorganism. A viable cell
counting method has small errors. But it is too time-consuming for counting
microorganisms due to cultivating them over 24 hours. A direct counting method
using a microscope has large error because microorganisms are directly counted
by human visual method. In case of controlling bioreactor system in a real time, a
fast and precise counting method is needed since the direct counting of

microorganisms by human visual method cannot be used. In case of using digital



image processing method, microscopic images are obtained by interface circuit for
electrical signal processing and CCD camera on microscope. So the microscopic
images include a lot of noises, un-uniform gray value and overlapped images, etc.
This makes the precise counting of microorganisms be difficult. To solve this
problem, this thesis proposes the counting algorithms of microorganism with the
process removing the several types of noises and eliminating un-uniform gray
values of background from initial microscopic image obtained by CCD camera.
For the elimination of noises and the uniformity of background, this thesis uses
morphological filters and minimum error method, two dimensional cubic surface
fitting method and bilinear interpolation.

This thesis also proposes the counting algorithm of microorganism in filtered
images. This is a new algorithm hybridizing Otsu’s automatic optimal
thresholding method, traditional watershed algorithm and elongating marker
algorithm. The Otsu's method decides the optimal thresholding value
automatically. The proposed elongating marker algorithm improves the imprecise
counting by preventing over-segmentation of overlapped images produced by the
traditional watershed algorithm. The effectiveness of the proposed methods is
shown through the results applying Otsu’s method, human visual method and
conventional watershed algorithm to yeast and ammonia-oxidizing bacteria.

As the fundamental study to control microorganisms in bioreactor using the
above proposed counting algorithms, this thesis proposes a nonlinear adaptive
controller design method applicable to the process with non-linearity and a high
gain observer design method for estimating system parameters and state variables.
Nonlinear adaptive controller design method is proposed using backstepping
method based on process model. It is shown that the controller design method can
track the reference substrate concentration by regulating dilution rate even in the
step change of reference substrate concentrate and influent concentration. The
effectiveness of the proposed controller design method is shown though

simulation results. As the result, it is shown that the proposed controller design
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method can keep the substrate concentration constantly and smoothly increase
biomass concentration by constantly increasing dilution rate even in the step
change of reference substrate concentrate and influent concentration. The
proposed observer design method is modified based on Busawon’s high gain
observer for estimating parameters and state variables of bioreactor system. The
proposed observer uses an appropriate unbound and time-dependent function. The
simulation results show that the estimation values using the proposed observer
converges faster to their real values than using the well-known Busawon’s

observer.
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Introduction

1.1 Background and Motivation

Counting and control for cultivating microorganism in bioreactor are very
important.

Digital image processing method is used for counting microorganism. Today,
digital image processing method plays an important role in many fields such as
microbiology, electronics, etc. Image processing technique was firstly needed in
areas of celestial physics and medical science. It was applied to geographic
probing by satellite, MRI, CT image processing, automatic forged note detecting
device and automatic lock system by character pattern recognition, fingerprint and
face recognition using image processing method. Recently, image processing
technique is using widely due to necessity of non-touching type of sensors for
automation and information visualization using multimedia.

Specially, after microscopic image is obtained from CCD camera on
microscope, image processing method is used to extract cell information in the
microscopic image at the field of microbiology. But because microscopic images
obtained from microscope have a lot of noises, it is not easy to segment object
cells from images with noises. So thresholding value is important to remove the
noises and segment object cells from images. There are histogram-based
threshoding method, entropy-based threshoding method, fuzzy-based thresholding
method and region-based thresholding method for the determination of
thesholding value. There are Otsu's method[6], iterative method[68], Thrussel [69]



and minimum error method[71] for Histogram-based thesholding method. There
are Kapur's method[55] and Pun's method[72] for entropy-base method. There are
Fuzzy method and Yager method[70] for Fuzzy-based thresholding method. There
are Chow and Kaneko method[73] for region-based method. Among the above
methods, Otsu's method is used widely and generally. However, it is very difficult
to remove noises of microscopic images and exactly count microbial cells on the
images by only Otsu's method.

For example, at aquaculture plant with recirculation filtering system, because
ammonia generated aggravates the quality of water and is harmful for fish life, the
productivity of fish can be enhanced by elongating fish life using ammonia-
oxidizing bacteria removing ammonia. It is necessary to count and control viable
ammonia-oxidizing bacteria to manage aquaculture plant using ammonia-
oxidizing bacteria. There are colony method and dilution method for viable cell
counting method. Human visual method and microscopic method are largely in
both counting method for the measurement of counting bacteria. A human visual
counting method takes a long time to count microbial cell, while a microscopic
counting method is used for counting microbial cell fast. The digital image
processing method in a microscopic counting method is used to count microbial
cell in a real time and with simplicity[15-17]. However, because the microbial
cells are colorless and transparent, microbial cells must be dyed such as Syto 13,
DAPI, etc. But because these dyes not only becomes faded very fast within 2~3
seconds and the dye degree of each cell is different but also background image has
different gradient, it is difficult to apply the uniform thresholding value over the
entire image. Furthermore, because binary image has a lot of overlapped image,
the microbial cells counting methods by general segmentation method have limit
to count the microbial cells exactly. So, it is necessary to develop an algorithm
that can count microbial cells exactly under the condition of overlapped shape, the
variation of thresholding value and various gradients of microscopic image

according to the image positions.



Fermentation process is so complex, time varying and highly nonlinear. Due to
cultivating methods, pH, dissolved oxygen, temperature, antifoam addition,
biomass accumulation, production formation and nutrient depletion during
fermentation process, the dynamic behavior is significantly changed. So it is
difficult to make a model and control for fermentation process exactly. There are
several control methods applied to bioreactor system below.

L. Chen, et al.[32] proposed general adaptive nonlinear method for the ethanol
regulation in yeast production process by manipulating dilution rate in fed-batch
biological bioreactors when ethanol concentration, dissolved oxygen
concentration, CO2 concentration and gas outflow rate are measured online with
fixed known influent substrate concentration, and unknown specific growth rate.
M. Maher, et al.[33] developed adaptive filtering and estimation algorithms using
extended Kalman filter, the Dochain-Bastin method and Zeng-Dahou method in a
nonlinear fermentation process. G. Roux, et al.[30] proposed adaptive nonlinear
method by using an operation of projection for controlling alcoholic fermentation
process in continuous stirred tank bioreactor. The good regulation profiles and
tracking the temporal evaluation of certain biological parameters were presented
by their proposed method. R. Schneider, et al[31] proposed adaptive model-based
prediction control to control the state variables of the process around a defined
trajectory for the fed-batch fermentation process. Sliding-mode method for
controlling fermentation process has been applied for tracking reference substrate
concentration by using dilution rate as control variable [25-27]. Miroslav
Krstic[29] applied adaptive back-stepping method for control of biochemical
process with assuming of constant dilution rate and defined specific growth rate
function. This function includes two unknown parameters. Yet there is no way of
deriving such function from the known models of specific growth rate. It is
necessary to keep constant substrate concentration in bioreactor. So to track
reference substrate concentration exactly, parameters and state variables for

fermentation process in bioreactor must be known. However, it is impossible to



know these parameters and state variables because of non-linearity of
fermentation process in bioreactor. So new algorithm is needed to track reference
substrate exactly even though fermentation process is nonlinear in bioreactor.

On the other hand, it is difficult to make a model and control for fermentation
process exactly. Specially, the exact estimate of the specific growth rate is so
uncertain because it depends on parameters such as biomass concentration,
substrate concentration, production formulation and temperature, etc. Despite the
intensive effort spent in developing new biological sensors in recent years, the
sensors are not much exact. To overcome these problems, observers, software
sensors, for on-line monitoring biological variables has been developed.

The observer is expected to produce the estimate of the state of the original
system. One of the reasons of using observer is that full state measurement of a
process is generally not available. The construction of observers is very
interesting and there are some available methods have been introduced in
literatures. For a linear system, a standard solution is given by the classical
Lubenburger observer. For a nonlinear system, the list of references at the end of
the paper cover part of recent works done in the area. Gauthier et al.[82] proposed
a simple observer for nonlinear system application to bioreactor under general
technological assumptions. Farza et al.[79] proposed simple nonlinear observer
for estimation in fermentation process. Martinez-Guerra et al.[75] proposed
parametric and state estimation using high-gain nonlinear observers applied to
bioreactor. Olivera et al.[80] solved the tuning problem of an observer-based
algorithm for the on-line estimation of reaction rates in stirred tank bioreactors.
Tonambe[83] reduced the estimation of the unknown parameters of a nonlinear
system to the estimation of its state variables by a state space immersion using
asymptotic high-gain observers. Busawon et al.[76-78] proposed simple high gain
observer for a class of nonlinear systems in a special canonical observable form
for state and parameter estimation in bioreactor. Among the above papers, the

Busawon’s high gain observer attained good performance and agreed well with



the experimental results. However in some cases, the estimated state of the system

is not converged to its real value as fast as required.

1.2 Outline and Summary of Contributions

This paper has two objectives. One is to develop new algorithm to remove
noises and count object cells in microscopic image obtained from CCD camera
using digital image processing method. Another is to develop a new algorithm for
cultivating process in bioreactor.

This paper consists of 6 chapters.

Chapter 1 is an introduction. Traditional methods and current methods are
introduced for image processing method and controlling cultivating process.
Background and research contents of this paper are introduced. Bioreactor system
and the procedure that the image is obtained are introduced.

Chapter II proposed the method for extracting feature vectors that express
morphological characteristics of microbial cells using image processing method.
The effectiveness of the proposed method is shown by the results applied to yeast,
Zygosaccharomyces rouxii.

Chapter 1II proposes elimination and reconstruction method of a background
using minimum square error method, two dimensional 3rd order surface fitting
and bilinear interpolation. The effectiveness of the propose method in the noise
removal and segmentation of object cells from background is shown through the
results applied to yeast, Zygosaccharomyces rouxii and ammonia-oxidizing
bacteria, Acinetobacter sp.

Chapter IV proposes the method that hybridize traditional Otsu's method block,
and the algorithm that elongates markers obtained by traditional watershed
algorithm with 2x 2 block processing to segment and count microbial cells on

microscopic image. The results counted by the proposed method humane visual



method, traditional Otsu's method and traditional watershed algorithm are
compared through the results applied to Acinetobacter sp.

Chapter V proposes nonlinear adaptive method for controlling cultivating
process in bioreactor using backstepping method. Controller using backstepping
method is designed to track reference substrate concentration and by regulating
dilution rate even in the step change of reference substrate concentration and
influent substrate concentration. The effectiveness of the proposed method is
shown by the results of simulations.

Chapter VI proposed nonlinear observer for applications fermentation process
in bioreactor. The proposed observer based on Busawon’s high gain observer is
modified by using a bounded appropriated time dependent function. It is applied
to estimate the states in bioreactor. The effectiveness of the proposed observer is
shown through simulation results.

Chapter VII summarizes the results of this paper.

1.3 Bioreactor System

A general bioreactor system structure is shown in Fig. 1. The bioreactor system
is composed of air supply system, cooling and heating system, fermenting system,
measurement system and control system. Air supply system consists of
compressor, air tank, air flow meter, air valve and tubes for air-in and air-out.
Cooling system is composed of valves, tubes for water-in and water-out and

thermometer. Heating system consists of heater. Fermenting system consists of

bioreactor, base and acid supply system controlled by peristaltic pump
respectively for controlling pH and condensing system for separating vapour and
condensed water. Base and acid supply system consists of pH meter, peristaltic
pump and tube for supplying base and acid. Condensing system consists of

condenser, valves and tubes for water-in and water-out and gas-out tube.
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Fig. 1 Bioreactor system

Sensors consists of pH meter for measuring, pH in bioreactor, anti-form meter for
measuring generated form, thermometer for measuring temperature in bioreactor,
DO sensor, OD(optical density) system, motor velocity meter for measuring
rotation velocity of the stirrer, flowmeter for measuring supply air rate. DO sensor
is set to measure DO(dissolved oxygen) in the bioreactor after dipping it into O,
zero gel and compensating it into 0(zero) ppm. OD system is used for measuring
biomass of microorganisms in bioreactor. A solution of 0.1 m£ microorganisms is
inoculated into the bioreactor. Sampling system consists of vacuum pump,
filtering devices, nuclepore filter, tube, waste bottle and flowmeter for sampling
flowrate. Dilution system is used to dilute sampled material. It consists of tube,

tank, flowmeter and valve. Medium without microorganisms or tap water is used



for diluting sampled material. Dye is injected into filtering devices to dye
microorganisms by using injection needle. Specimens consist of nuclepore filter
with sampled microorganisms, cover glass and slide glass. Image processing
system consists of microscope, CCD camera, frame grabber card and personal
computer. The object is set up on the guide plate of the microscope and it is
captured by CCD camera attached at the microscope and the captured image is
changed into digital image by frame grabber interface card and the image

sequence is analyzed by the developed image processing program package.
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Morphological Feature Extraction
of Microorganisms Using Image
Processing

2.1 Introduction

Vision system, nowadays, has been widespread technology in several
engineering fields since the relevant efforts appeared around 1964 at the J.P.L.(Jet
Propulsion Laboratory) and concerned the digital process satellite images coming
from the moon[7]. In cell technology, recent methods of digital image analysis
include location and enumeration of bacteria in solid foods, in sifu microscopy
and image analysis for on-line monitoring of yeast fermentations[9], and texture
analysis of fungal colonies for subsequent transfer. Notable recent applications
include studies on the pulsatile growth of hyphal apices, biochemical
differentiation of fungal colonies, and simple structural differentiation of mycelia
from submerged fungal cultures [8].

All microscopic images have many obstacles on the lens and are directly
affected by brightness of light source, staining method for cells, and settings of
optical filters, etc. The microscopic image often has several special properties
such as non-symmetric contour, a bimodal histogram, and multi-layer objects, etc.
Non-symmetric contour is due to light source of the microscope concentrated on
the center of the image. Luminance at the center of the background is higher than

that of its surrounding. This property affects a gray-level histogram of the image



and makes the exact image segmentation difficult. Otsu's optimal threshold
detection method is usually used for the image segmentation[6]. But the
segmented image by only the Otsu's method includes a lot of noises. So
extracting the exact feature vector from the image segmented by only Otsu's
method is very difficult.

So this paper shows basic research results to develop vision analysis system
that can be applied for bioprocess plant and to present a procedure extracting
features in order to identify the object cells exactly under background with noise
such as obstacles and non-symmetric contour, etc. The classification of object
type is based on feature vector such as area, complexity, centroid, rotation angle,
effective diameter, perimeter, width and height of the object. So the feature vector
plays very important role in classifying objects. Because feature vector is affected
by noises and holes, it is necessary to remove noises contaminated in original
image to get the feature vector extraction exactly. In this paper, we propose the
following method to do so. It presents a procedure that extracts features for vision
analysis based on pattern recognition. The procedure works semi-automatically:
operator has to find target organisms and adjust focus to get a clean picture
manually, and next all following steps work full-automatically. First, several
filters are applied to original images in order to clean them. Next, Otsu's optimal
threshold selection method and morphological filters such as cleaning, filling and
opening filters are employed to separate objects from background and to get rid
of isolated particles respectively. The labeling step segments each objects by 4-
adjacent neighborhood. The previous labeled image is filtered by area filter.

Finally, from this area-filtered image, morphological features such as area,
perimeter, complexity, centroid, rotation angle, width, height and effective
diameter are extracted by the proposed procedure. To prove the effectiveness, the
proposed method is applied for yeast Zygosaccharomyces rouxii. It is also shown

that the experimental results from the proposed method is more efficient in
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measuring feature vectors than from only Otsu's optimal threshold detection

method.

2.2 Characteristics and Problem Statements of Microscopic Images

All microscopic images have many obstacles on the lens as shown in Fig. 2.
They are directly affected by brightness of light source, staining method for cells,
and settings of optical filters, etc. Understandings for microscopic image need to
adopt the proper methods among a number of image processing techniques.
Digital image is a kind of spatial frequency as shown in Fig. 3 that illustrates the

relationship between brightness and gray values of image.

Gray value/ 265

Y16 (pixel Y6 (pixel)
(pixel) 0

Fig. 2 Microscopic image of Fig. 3 The spatial representaion of gray

Zygosaccharomyces rouxii. value for the image shown in Fig. 2

This is useful to get reasonable ways to apply 2-dimensional signal processing
technique based on linear theory. The microscopic image often has several special
properties such as non-symmetric contour, a bimodal histogram, and multi-layer
objects, etc. Non-symmetric contour is due to light source of the microscope

concentrated on the center of the image. Luminance at the center of the

11



background is higher than that of its surrounding. This property affects a gray-
level histogram of the image. Therefore, to see more clearly the target cells, it is
more desirable to get rid of the noise from background. So, the aim of this paper is
to propose an algorithm that can separate the target cells exactly under

background with noise.

2.3 Morphological Feature Extraction of Microorganisms

Pattern recognition based on statistical decision rule has three stages such as

image segmentation, feature extraction and classification in Fig. 4.

_._1 X

*

___J X,

N
! "Star’

Image Feature ——I AN . .
segmentation y /S extraction ———l/ Classification : Object
Object ~ Features type
image vector e

Fig. 4 The three phases of pattern recognition

First, pre-filters improve the quality of the acquired original image so that
general noise is eliminated, and objects in the image are clearer than the prior.
After preprocessing, image segmentation phase based on Otsu's optimal threshold
selection makes binary image from gray-level image. Threshold plays a role in the
critical point to separate objects from background. Next, several binary
morphological filters such as cleaning, opening and filling filters get rd of
isolated particles. And then, the labeling algorithm segments each objects by 4-
adjacent neighborhood as shown Fig. 5(a). Finally, morphological feature vectors
such as area, perimeter, complexity, centroid, rotation angle, width, height and

effective diameter are extracted by the binary image processing.
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Feature vector extraction is to extract a set of the elementary properties to
quantify some significant characteristics of the object. Because the classification
of object type is based on these feature vectors, feature parameters must be
selected as cautious as possible. If feature vectors are decided irrationally, error

rate in misclassifying objects is increased.

2 41 3|2
3 1 5 .1
4 6|78
(2) 4-adjacent (b) 8-adjacent

Fig. 5 Neighborhoods

2.3.1 Pre-filters and Image Segmentation

In this chapter, morphological filters are applied such as opening, cleaning, etc.
Image segmentation is a fundamental technique for image analysis, whose
purpose is to identify the regions of image objects and to extract the objects from
their background[2]. This paper engages Ofsu's variance based thresholding
method in Appendix 1[6]. He described three possible discriminant criteria based
on ratios of the within-class, between-class and total variance, all of which are
equivalent, and thus in a given situation any of the three possible discriminant
criteria could be chosen[1]. In general case, threshold value is chosen to maximize

the between-class variance because it makes the simple calculation.

13



2.3.2 Feature Vector Extraction

In Fig. 6, feature vector is determined to identify object as follows:

F=[ALelc 6 W, W,d,1" Q2.1
where A4 is area of each labeled object, L is the length of perimeter, (I, J,6)are
centroid of the object and primary angle of its axis, (Wx, Wy) are the width and the

height. The effective diameterd, is a diameter of the object that is considered as

circle.

1. Reference axis

Centroid

(Ic, Je)

penmeter ——_|

@

\2_2 pixel

Fig. 6 Concepts of moment and geometric parameters

The object area A4 is calculated by summing pixels in the image as follows:

M N
4=73 ¥ (i) 22)
i=0 j=0
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f (i, j)is a binary image that has 1 inside object and 0 inside background and

M x N is a size of an image.

The perimeter L is obtained by counting boundary pixels, where the distance

between 8-adjacent pixels is 1 or 2 pixel unit. Using chain code with 8

directions shown as Fig. 5(b), L is calculated as follows:

L=m++2n (2.3)

where m is the number of odd number and »is the number of even number in
chain code.

Simply counting boundary pixels cannot make reasonable result. Therefore, the
directions of the boundary must be kept to the tracks of the path. Complexity of

the object is taken as following:

o= 2.4)

Morphological features of shapes include the moment parameters as follows:

M(pq)= % i jif; (2.5)
(ij)

There are several parameters to be calculated by combinations of Eq. (2.5).

However, in this paper, the centroid (,,J . ), central moments M taken the center

of gravity as the origin and the rotation angle § are only measured as follows:
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I~ = 2.6

€ = 3(00) (2.6)
M(01)

Jo=——"=— 2.7

C = 0(00) 2.7
M N i Jog.

=3 ¥ (i-1)0G-Je) fGJ) (2.8)
i=0 j=0

My +ME+4

tang = — 2+ _ 0o 07 (2.9)

20 — Ho2 2
where

_ M(20)-M(02)

My
M(11)

(2.10)

The width #, and W are determined by measuring the distances between each

first detected pixels from left, right, top, and bottom side after rotating the object
region for the rotation angle & obtained from Eq. (2.9). The width and height is
measured after the clock-wise rotation step using rotation transformation matrix

T as follows:

_ cos@ —sinf 2.11)
“|sin@ cos@ '

W, = rightmost pixel - leftmost pixel (2.12)

W, = bottommost pixel - topmost pixel (2.13)

Y

The effective diameter de2 can be defined as follows:

md? =4 (2.14)
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2.3.3 Flowchart for Proposed Method

Fig. 7 shows the flowchart for proposed method.

Start input: Color image

r Gray image |

Decision of threshold
value (Otsu'’s method)

Open |
i

Labeled imuge J

t

I Feature extraction I

i

Prepuruation:close hole,
clean isolated points

Yes

Last object?

Resorting objects I—PC FEnd )

Abandon current object Area and moment
& searching next object caculations
Yes w
No

Centroid and principle
angle calculutions

' 1

' Rotation transformation r chain code ;

Widih and height
calculations

perimeter image

Perimeter

Fig. 7 Flowchart for extractions of moment and geometric parameters
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The proposed procedure includes area filter to cancel next extraction procedure
for very small object in order to obtain higher calculation efficiency than the
method using only Otsu's method.

The preparation step in the flowchart also contains several filters based on

binary morphological procedure such as filling hole and cleaning isolated point.

2.4 Experiment results

Fig. 8 shows the theshold criterion(J) and the optimal threshold value obtained
by Otsu's method in Appendix 1. The optimal threshold for the image was
determined as ¢ =102 at J,, =0.556025 . The result graph is shown in Fig. 9.

0.7

T 1 T 1]
Maximum Criterion: Jmax=0.556025
08 The Optimal Threshold: t=102

0S5}t
04}
03|

02

Thredhold Criterion J

01}

]

0 50 100 150 200 250
Gray value

Fig. 8 Otsu's optimal threshold selection for Fig. 10(a)

16 T T T I

14k
12} .
10} i

Histogram (x1000)

o N S [« ]
T
L

L i 1 1
(o] 50 100 150 200 250
Gray value

Fig. 9 Histogram and thresholding value for image Fig. 10(a)
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Fig. 10 shows the image processing results obtained by the proposed method. In
Fig. 10, (a) shows the original image as shown in Fig. 2, (b) is a binary image
obtained by thresholding value, r =102, (c) is an image obtained after removing
the isolated object and filling holes in the binary image(b) and (d) shows an image

obtained by filtering area less than pre-described pixels in the filtered image(c).

(a) Original image (b) Binary image

(c) Filtered image (d) Final image

Fig. 10 Image processing results obtained by the proposed method
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Fig. 11 describes the labeled images of Fig. 10. In Fig. 11, (a) is a labeled
image obtained by only Otsu's method. (b) is a labeled image obtained after
cleaning, filling and opening filters and (c) are labeled images obtained after

filtering area less than pre-described pixels by the proposed method.

(a) Only Otsu's method

(c) Proposed method

Fig. 11 Labeled images

The counted numbers on the labeled images in Fig. 11 represent the number of

labeled microbial cells. We can find that some cells have holes by only Otsu's

20



method in Fig. 11(a), especially, such as non-focused cells like 'C' or are not
detected like ‘F’ in Fig. 10(a). Fig. 11(b) shows that many cells are eliminated
from Fig. 11(a) by canceling isolated points and filling holes by morphological
filters such as cleaning, filling, and opening filters. Fig. 11(c) shows that marked
cells(0O) in Fig. 11(b) less than the area of prescribed pixels are erased by area
filter. After labeling objects as shown in Fig. 11(c), feature extraction vectors such
as area, perimeter, complexity, centroid, rotation angle and effective diameter are -
done.
Fig. 12 shows the area distributions of Fig. 11(b) and Fig. 11(c). In Fig. 11(c),

the cells of the areas marked by [Jas shown in Fig. 12 are removed.

2500 T T T T T T T T
-+ :thsu
| s cfiltered | |
2000 —&— Proposed
>
1500 .
. &
s
£ 1000 .
<

d

o

L
o 5 10 15 20 25
Labelled Number

Fig. 12 Area plot after labeling

Fig. 13 shows sampled images from Fig. 11(a). Fig. 14 describes the same
images as Fig. 13 sampled from Fig. 11(c). They include two ellipsoidal

objects((a) and (d)) and two overlapped images((b) and (c)) in Fig. 13 and Fig. 14.

@ (b © @ @& O © (@

Fig. 13 Example images Fig. 14 Example objects method
by only Otsu's by the proposed method
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Fig. 15 shows perimeter image and rotation process. In Fig. 15, (a) is labeled

image, (b) is perimeter image and (c) is rotated image.

(a) Labeled image (b) Perimeter image (c) Rotated image

Fig. 15 Perimeter image and rotation process

With chain code of Fig. 15(b), the perimeter of labeled image(a) is measured by
Eq.(3.3). First, we make perimeter image(Fig 15(b)) from the labeled image(Fig.
15(a)) to produce the chain code. We find the first pixel of the perimeter image
and start the first pixel in the counter-clockwise direction. The direction
numbers(Fig. 5(b)) along the perimeter as shown in Fig. 15(b) become chain code

as following:

Chain code of Fig. 14(d)= 666676766766767767777777787878818112
1222223223223233233233343334444455555

L:x/zxeven+odd

From the rotated images(Fig. 15(c)) that the labeled images(Fig. 15(a)) are
rotated by rotation angle @ in the clock-wise direction, widths and heights of the
labeled images are measured by Eqs.(2.12) and (2.13). The feature vectors of the
selected example objects are obtained from Eqgs.(2.1)~(2.14) as the following
Table 1 by Otsu's method and Table 2 by the proposed method respectively.
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Table 1 Feature vectors of selectede example objects by only Otsu's method

Object| 4 | L | e (I, J.0) W) | d,
Unit | pixel pixel (pixel, pixel, o) (pixel, pixel ) | pixel
a 647 | 103.54 | 16.57 | (17.48,12.67, 8.36) (24, 34) 28.70

b 1243 | 202.7 | 33.1 (18.3,24.7,-2.3) (49, 33) 39.8

c 1357 | 200.1 29.1 (34.9,16.9,11.7) (31, 64) 41.8
d 516 | 88.74 | 15.26 | (16.70, 11.65, -22.96) (23, 30) 25.63

Table 2 Feature vectors of selectede example objects by the proposed method

Object | 4 L e 1..J.,0) W W) d,
Unit | pixel | pixel (pixel, pixel, o) (pixel, pixel ) | pixel
a 647 | 103.54 | 16.57 | (17.48,12.62, 8.36) (24, 34) 28.70

b 1242 | 203.6 334 (17.3,24.7,-2.2) (49, 32) 39.8
c 1383 | 200.8 29.1 (34.7,16.9, 11.6) (31, 64) 42.0
d 516 | 88.74 | 1526 | (16.70, 11.65, -22.96) (23, 30) 25.63

Feature vectors of simple ellipsoidal objects having no hole or few holes such

as (a) and (d), by only Otsu's method and by the proposed method are same, but

the feature vectors of objects having a lot of holes such as (¢) and having complex

shape such as (b) by only Otsu's method and the proposed method is different.

Because feature vectors are affected by noises and holes as well as shape, it is

necessary to remove noises contaminated in original image to get feature vector

extraction exactly.

2.5 Conclusion Remarks

This paper shows basic research results to develop vision analysis system which

can be applied for bioprocess plant and to present a procedure extracting features
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in order to identify the object cells exactly under background with noise such as
obstacles and non-symmetric contour, etc. To prove the effectiveness, the
proposed method is applied for yeast, Zygosaccharomyces rouxii. The segmented
image by only Otsu's method includes holes and noises, but the segmented image
by the proposed method is clearer than that by only Otsu's method. We can see
that the feature vector is affected by holes, noises and shape. We can also see that
extracting the feature vector such as area, perimeter, complexity, centroid, rotation
angle, width, height and effective diameter obtained by proposed method is more
exact and more efficient to express geometric information of the cell than that

obtained by only Otsu's method.
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Reconstruction and Elimination of
Optical Microscopic Background
Using Surface Fitting Method

3.1 Introduction

The work observing objects through a microscope is not only tedious but also
iterative. From 1960, these kinds of works are automated by using image
processing technique and nowadays, the image analysis system is regarded as a
necessary device for the optical microscopes[9]-[14]. In cell engineering, digital
image analysis is applied for several application fields. Pons et al. used a semi-
auto image analysis system and analyzed morphological characteristics[12].
Zalewski proposed an on-line monitoring system that monitors elements of
circumstance in culturing yeast by using general optical microscope[9]. Suhr et al.
developed in-situ microscope that can analyze cell growth on-line[14]. Bloem et
al. proposed a method detecting position and number of bacteria in solid foods
automatically[10]. The above stated studies need a procedure extracting
characteristic information of each cell in order to estimate the growth state of cells.
To extract the characteristic vectors of cells, separating work of the target object
and its background in microscope image is very important. In the case of optical
microscope, a background that is not distributed with constant gray-level causes
variation of pure gray level for cells. The traditional methods to remove the

background use a concept that after acquiring only the part of background in the
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captured image and storing it as a background image, they subtract the prestored
background image from an obtained cell image[12]. This concept is applicable
only in the state of off line. In the case of on-line analysis system, in order to
consider the parameter variations of image, a complicate analysis algorithm must
be realized[10, 14]. But those kinds of methods cannot be realized easily in the
fields of requiring a real time processing because of its long processing time.

In this chapter, using high order surface fitting and interpolation, a background
elimination method interpolating an image with unnecessary background element
is proposed. The method obtains background data and reconstructs the
background by calculating surface function minimizing least square error of the
sampled data. It eliminates its background from the original image. Optimal
thresholding elects pixels to be representative of the background and bilinear
interpolation finds non-deterministic background pixels among the sampled pixels.
Reconstruction procedure makes a contour image from surface function that was
composed by the 2D cubic fitting method from pivoted background pixels.
Elimination procedure subtracts the approximated background from the original
image. When this algorithm is applied to yeast Zygosaccharomyces rouxii and
ammonia-oxidizing bacteria Acinetobacter sp., the higher order surface fitting
method can eliminate background suitably and estimate the object more precisely
and obviously. Furthermore, we can see that it is more effective for the reduction

of noise.

3.2 Reconstruction and Elimination of Background Image

Fig. 16 shows original image of (a) Zygosaccharomyces rouxii, a kind of yeast
and (b) Acinetobacter sp., a kind of ammonia-oxidizing bacteria. An image
variation by this kind of non-uniformed background is easily found in microscope
image because intensity for center of optical light is stronger than that of its

outside. According to going from center to its outside, its intensity is slowly
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decreased. The non-uniformed property causes a distortion for internal gray level
of object separated from background in image. In a distribution device using
image processing or in application field identifying growth characteristics of
microbial cells, since the internal gray level embeds the characteristics of an
object such as density, color, and depth etc., the slope of background must be

compensated before the parameters of the image is measured.

(a) Zygosaccharomyces rouxii (b) Acinetobacter sp.

Fig. 16 Original image
3.2.1 Two-dimensional 3rd Order Surface Data Fitting Technique

In this chapter, it is assumed that the background of microscope image has non-
uniformed property, and its surface slope can be expressed by 3rd order
polynomial. Then, we partition the captured image in a constant interval, obtain
the gray level representing its background, and decide an approximate function
minimizing square error of these pixels. Also it is assumed that the approximated
background function f'(x, y) is given by the following:

f(x.y)=cog+ecyx+ czy+C3xy+C4x2 +c5y2 +c6x2y+c7xy2 +c8x3 +c()y3 3.1)

where ¢y, c1, ... , ¢o are coefficients of polynomials decided by least square method.

Since 2nd order data fitting can be easily realized by matrix based calculation,
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using a matrix B expressing polynomial according to coordinate (x, y) of
background pixels, column vector Y with gray level of background pixels and
column vector C of coefficients decided by least square method, a column vector
E meaning an error between practical background pixel value and its

approximated value can be given by:

E=Y-F (3.2)

where F =BC means background pixel value approximated by Eq.(3.1) and

subscripts M, N are sizes of data sampling for x and y axes respectively.

I 811 | L x y xy xly12 x13 yl3
: Co 1L x yy x) xl)’% x13 yi
Y= gl.N , C= c., , B= 2 3 3
: : Loxy ¥ xy¥ o Xy Xy Y
¢ . . ) . . .
| 8 mv I oxy vy Xyyy xMy}2V x?w J’iJ

where g;; is a gray level of pixel (i, j ) of sampled background pixels with the size

of MxN.
The least square performance function of column vector E is given by:

1 7
=——FE"E 3.3
" MN (3-3)

Substituting Eq.(3.3) into Eq.(3.2) and equaling zero for equation obtained by
differentiating for C, then the result is yielded as:

28



C=[BTBFBTY (3.4)

where the coefficient vector C minimizes the square error, and square matrix
[B'B]'B' is a pseudoinverse of B[11].

3.2.2 Interpolation of Blank Region

The interpolation means a procedure to extract background from original image
after obtaining mask image. Then using mask image the part shaded by mask is
regarded as a part of object and it is excluded in the procedure detecting the
background. When we extract the background value, since the input image is
divided as 20X15 regions with 32X32 grids, the background value of each region
is given as minimum gray level in its region. Because object size is larger than
grid size, there are regions in which we cannot choose the background value. We
grade the regions as blank regions and the representative value is estimated using
interpolation method based on neighborhood background value. Then the matrices
B and Y to be used for psudoinverse calculation of Eq.(3.4) have dimensions
RMNT and RMN10 respectively. In the case that we cannot obtain the background
value because all the regions are shaded by object, we use the interpolation

method usually. The region of O in Fig. 17 is one which we can decide a

background value by mask of object.

Masked
/ object
|
4 3 2
5 0 1
6 7 8

Fig. 17 A blank region problem of big masked object
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The value of this region can be decided by applying bilinear interpolation
method based on background values of 1~8 in Appendix 1.

3.2.3 Mask Image and Labeling

Generally, mask image can be obtained just by binarization procedure. The
labeling is a basic procedure for image recognition. Since our work is a pre-stage
for image analysis, we extract the mask image from label image. In the labeling
procedure, an adaptive binarization procedure and a morphological filtering
procedure are included. Then, isolated points and holes in object are eliminated.

So, it is compatible for use of mask image[13].
3.2.4 Compensation of Image Using Background Elimination

The frame image has size of 640480 pixels and each pixel has 256 gray
levels. In order to prove the effectiveness of the proposed background
compensation, we used Acinetobacter sp. and Zygosaccharomyces rouxii. The

practical experimental procedure is divided by 3 steps.

[Step 1] Preprocedure: Input image to apply background algorithm is produced.

That is according to needs, after applying noise reduction filter,
distinguishing background and object, input and mask images are produced.
[Step 2] Obtain approximate function of background f(x,)). Input image has
20<15 regions separated with 3232 grids. The procedure of surface fitting
is as follows; select one gray level representing the background in each
region and get the f(x,)). Using mask image the region including only object

is set by blank. Using approximate function f(x,y), produce approximate
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background image of 640><480 pixels, and the blank region is compensated

using interpolation method.

[Step 3] Background: subtracting the approximate background image from
original image a compensated image is obtained. But since the compensated
image has low gray level over all images, appropriate gray level

compensation is realized.

Fig. 18 shows the flowchart of the reconstruction and elimination of

background proposed in this chapter.
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Fig. 18 Flowchart of proposed method




3.3 Experimental results and Discussion

Fig. 19~Fig. 28 show the experimental results applied to Zygosaccharomyces
rouxii and Acinetobacter sp. using the proposed background interpolation method.

Fig. 19 and Fig. 22 show us a principle eliminating a background with slope in
original imagesv(Fig. 19(a) and Fig. 22(a)), respectively. Fig. 19(a) and Fig 22(a)
are input images with shaded-background of gentle slope for Zygosaccharomyces
rouxii and Acinetobacter sp. respectively. Fig. 19(b) and Fig. 22(b) show masked
images extracted from original images, respectively. Fig. 19(c) and Fig. 22(c) are
sampled background images from masked images(Fig. 19(b) and Fig. 22(b)),
respectively. Fig. 19(d) and Fig, 22(d) are approximated background images of
Fig. 19(c) and Fig. 22(c), respectively. Fig. 19(¢) and Fig. 22(e) are subtracted
images that the approximated background images(Fig. 19(d) and Fig. 22(d)) are
subtracted from the original images, respectively. Fig. 19(f) and Fig. 22(f) are
adjusted images that highlight Fig. 19(e) and Fig. 22(e), respectively. Original
images(Fig. 19(a) and Fig. 22(a)) are contaminated with a background images(Fig.
19(d) and Fig. 22(d)) with a slack slope, respectively.

Fig. 20 shows histograms of Fig. 19(a), Fig. 19(e) and Fig. 19(f) for
Zygosaccharomyces rouxii.

Fig. 23 shows histograms of Fig. 22(a), Fig. 22(e) and Fig. 22(f) for
Acinetobacter sp.

Fig. 21 and Fig. 24 display sampled background's gray level(a) and
approximate background's gray level(b) into three dimensional method that are
taken with maximum gray value from Fig. 19(a) and Fig. 22(a), respectively. We
can see that the backgrounds contain a lot of noise in Fig. 19(a) and Fig. 22(a),
respectively.

Fig. 25(a) and Fig. 26(a) show labeled images by only Otsu's method without
applying the proposed method for Fig. 19(a) and Fig 22(a), respectively. Fig 25(b)
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and Fig. 26(b) are labeled images by the proposed method for Fig. 19(a) and Fig.
22(a), respectively.

Fig. 27 and Fig. 28 show the area distribution of the labeled images by Only
Otsu’s method and the proposed method for Fig. 19(a) and Fig. 22(a), respectively.
It is shown that labeled images by only Otsu's method contains a lot of noise,
while labeled images by the proposed method remove some noise as shown in Fig
25-Fig. 28.

We can also see that the proposed method remove noises from original image
contaminated with noises when we compare Fig. 19(a) and Fig. 22(a) with Fig.
19(f) and Fig. 22(f), respectively.

(a) Original image (b) Masked image (c) Sampled background image

(d) Approximated background image (¢) Subtracted image (f) Adjusted image

Fig. 19 Resulted images for Zygosaccharomyces rouxii
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(a) Original image (b) Subtracted image (c) Adjusted image
Fig. 20 Background's gray-level for Zygosaccharomyces rouxii
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(a) Sampled (b) Approximated

Fig. 21 Background's gray-level for Zygosaccharomyces rouxii

(a) Original image (b) Masked image (c) Sampled background image

(d) Approximated background (e) Subtracted image (f) Adjusted image image
Fig. 22 Resulted images for Acinetobacter sp.
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Fig. 23 Histograms for Acinetobacter sp.
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Fig. 24 Background's gray-level for Acinetobacter sp.

(a) Otsu's method (b) Proposed Method
Fig. 25 Labeled images for Zygosaccharomyces rouxii
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Fig. 27 The area distribution of labeled images for Zygosaccharomyces rouxii
Fig. 28 The area distribution of labeled images for Acinetobacter sp.



3.4 Conclusion Remarks

This chapter deals with the elimination of contour background in order to get
rid of the background from the input image based on a higher order surface fitting
method. The elimination method used 2 dimension 3rd order surface data fitting
technique and a bilinear interpolation method. The resultant compensated image is
obtained through several procedures such as optimal thresholding, bilinear
interpolation, reconstruction and elimination procedures. Optimal thresholding
elects pixels to be representative of the background and bilinear interpolation
finds non-deterministic background pixels among the sampled pixels.
Reconstruction procedure makes a contour image from surface function that was
composed by the 2D cubic fitting method from pivoted background pixels.
Elimination procedure subtracts the approximated background from the original
image. This algorithm is applied to Acinetobacter sp. and Zygosaccharomyces
rouxii. The higher order surface fitting method can eliminate background suitably
and estimate the object more precisely and obviously. Labeling with applying this
proposed method can remove some noise and is more exact than labeling without
applying this proposed method but segmentation is not satisfactory. Furthermore,

it is more effective for the reduction of noise.
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A Segmentation Method for
Counting Microbial Cells in
Microscopic Image

4.1 Introduction

This chapter proposes the counting algorithms of microorganism in
bioreactor and the design method of theoretical control system for controlling
bioreactor system. The counting at each growing steps of microorganism is very
important in order to control bioreactor system. There are a viable cell counting
method using culture medium of microorganism and a direct counting method
using a microscope in traditional methods for counting microorganism. A viable
cell counting method has small errors. But it is too time-consuming for counting
microorganisms due to cultivating them over 24 hours. A direct counting method
using a microscope has large error because microorganisms are directly counted
by human visual method. In case of controlling bioreactor system in a real time, a
fast and precise counting method is needed since the direct counting of
microorganisms by human visual method cannot be used. In case of using digital
image processing method, microscopic images are obtained by interface circuit for
electrical signal processing and CCD camera on microscope[15-17]. However,
because the microbial cell is colorless and transparent, it must be dyed. Specially,
Syto 13 is used for counting viable cells because it makes dead cell be dyed

differently. But because Syto 13 not only becomes faded very fast within 2-3
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seconds and the dye degree of each cell is different but also background image has
different gradient, it is difficult to apply the uniform thresholding value over the
entire image.

Furthermore, because binary image has a lot of overlapped image, the microcell
counting methods by general segmentation method have limit to count the
microbial cell exactly. So, it is necessary to develop an algorithm that can count
microbial cell exactly under the condition of overlapped shape, the variation of
thresholding value and various gradients of microscopic image according to the
image positions.

In this chapter, a counting algorithm hybridized with an adaptive automatic
thresholding method based on Otsu's method and the algorithm that elongates the
markers image obtained by the well-known watershed algorithm is proposed to
enhance the exactness of the microbial cell counting in microscopic images.
Image thresholding is the process of classifying image gray values into two or
more classes. The gray level histogram is usually the starting point for image
classification. Watershed is often used in conjunction with geodesic
reconstruction, a powerful tool developed by mathematical morphology, which
simplifies gradient images and prevents over-segmentation. The proposed
counting algorithm can be stated as follows. The transformed full image captured
by CCD camera set up at microscope is divided into cropped images of mxn
blocks with an appropriate size. The thresholding value of the cropped image is
obtained by Otsu's method and the image is transformed into binary image. The
microbial cell images below appropriately prespecified pixels are regarded as
noise and removed in the binary image. The smoothing procedure is done by the
area opening and the morphological filter. And then, the watershed algorithm with
the proposed the elongating marker algorithm is implemented. By repeating the
above stated procedure for mxn blocks, the mxn segmented images are
obtained. A superposed image with the size of 640X480 pixels as same as

original image is obtained from the mx n segmented block images. By labeling
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the superposed image, the counting result on the image of microbial cell is
achieved.

To prove the effectiveness of the proposed method in counting the microbial
cell on the image, we used Acinetobacter sp., a kind of ammonia-oxidizing
bacteria, and compared the proposed method with the global Otsu's method, the
traditional watershed algorithm based on global thresholding value and the human
visual method. The result counted by the proposed method shows more
approximated result to the human visual counting method than the result obtained

by any other method.
4.2 Microbial Cell Counting Theory

In this section, the problems for segmenting microbial cells are presented. And
then the microbial cell counting method to solve the problems is described.

To enhance the exactness to count microbial cells on the image, traditional
watershed algorithm[19-20] and the proposed elongating marker algorithm that
elongates the markers image obtained by the well-known watershed algorithm

watershed are described.
4.2.1 Problem Statements

Because Sytol3 not only becomes faded very fast within 2~ 3 seconds and the
dye degree of each microbial cell is different but also background image has
different gradient as shown in Fig. 29(a), it is difficult to apply the uniform
thresholding value over the entire image. Fig. 29(b) is an image cropped from a
rectangular part shown in Fig. 29(a). Furthermore, because binary image has a lot
of overlapped image like Fig. 29(b), the microbial cell counting methods by

general segmentation method have limit to count the microbial cells exactly.
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(a) Gray image (b) Overlapped image
Fig. 29 Gray image and overlapped image

Fig. 30 shows the gray value distribution for the gray image of Fig. 29(a). Fig.
31 expresses the threshold values obtained through Otsu's method for full image
of Fig. 29(a) and for block by block when the full image of Fig. 29(a) is separated
as 2 x 2 blocks. As we can see from Fig. 32, we can see that the thresholding
values are different according to the block positions of the image. Therefore, to
get more precise counting result for microbial cells, it is more desirable to obtain

the thresholding value for the separated blocks rather than for the global image.

jtf" *»éwl‘ .
l \.’ _ll. My 140
i&m&l L ,_ A\‘ ' 120 |
u@: "' 2 4 ;. . :'-j 100 | : E '
H g ow f 3
E o DRupgdisobgd B
S Sl s R g
‘ o BRI RS 08
© 8 8 18 8,8
X12 (pixel] oo [) - - : ; - !
%0 10 YA6 (pixel) Block Number
Fig. 30 The gray value distribution Fig. 31 Threshold values of the blocks

of Fig. 29(a)
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Fig. 32 Three-dimensional thresholding value of each block
So, the purpose of this chapter is to develop an algorithm that can count
microbial cells exactly in spite of the overlapped shape, the variation of

thresholding value and various gradients of microscopic image according to the
image positions.

4.2.2 Proposed Microbial Cell Counting Algorithm

Fig. 33 describes the flow chart of the proposed algorithm where m and n are

the number of the divided blocks for x and y coordinates.
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Fig. 33 The flow chart of the proposed algorithm

44



Because the traditional watershed algorithm produces oversegmentation, the

elongating marker algorithm to solve this problem is introduced as follows:
* Elongating marker algorithm

function h=elongating mar ker(f,!,0)
if |tan9| <1
s = sign(cos )
x, =0:5:round(/ cos@)—s
X, =round(x,tan@)
else
s = sign(sind)
x, =0:5:round(/ sinf)—s
x| = round(x, /tan@)
end
X, = max(x)
X, = max(|x2 |)
L =2X,+1
L, =2X,+1
B = full(sparse(x, + X, +1Lx, + X, +1,L,,L;))
h = open(open( f,B))

where round, full, sparse and max are the functions of Matlab tool. /,6, f and

h are the length, angle of marker and marker image and elongated marker image.

Function open( f B) is the function opening f by B. If there is no B, B is given as

follows:
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* Conventional Watershed Algorithm

For the purpose of segmentation, we present here the conventional algorithm

for computing the watershed, in the case of a function defined in R%ona digital

grid, with discrete range of step functions[19-20]. A gray-tone image can be
represented by a mapping function f: Z 24> Z . Then flx) is the gray value of the

image at point x. The points of the space Z 2 may be the vertices of a square or of

a hexagonal grid. It is assumed that f'is continuously differentiable. A section of f

at gray level iis a set X;(f) and Z;(f)defined as:

Xi(f)={XeZ?: f(x)2i} (4.1)

Zi(f)={XeZ?: f(x)<i} (4.2)
The distance function is defined by

VyeY, d(y)=dist(y,Y°) (4.3)

where Y is a set of markers and is its complementary set Y.

A section of d at gray level i is given by

Xi(d)={y:d(y)zi}=Y O B; 4.4
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where B; is a disk of radius, and © means erosion of Y.

zZm.
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(b)
Fig. 34 (a) Shortest path and geodesic distance (b) SKIZ of a set Y in X

(c) Watershed construction using geodesic SKIZ

We can calculate the geodesic distance d y (x,y) between x and y as the length

of the shortest path(if any) included in X and linking x and y as shown in Fig.
34(a).

{d x (x,y) = shortest length(C x)’) for x,ye X “5)

dX(x,z)=+oo for x,zeX

C

xy 1s all of paths linking x and y in X . Then, we calculate that the set of all

points of X that are at a finite geodesic distance from }:
Ry(Y)={xeX; ye¥, dy(x,y): finite } (4.6)

Next, we obtain SK/Z(geodesic skeleton influence zone) of Y in X that is the

boundaries between the various influence zones as shown in Fig. 34(b) and (c).

Zy(Y)={xe X;dy(x.Y;): finite and Vj#i,dy(x,Y;)<dy(xY;)} (47)
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1Zx (Y)=UZx (¥;) (4.8)
SKIZ v (Y) = X / IZ x(Y) (4.9)

where U and / stands for the set difference and union.
Finally, we build the watershed shown in Fig. 34(c) as follows: the minima of

the function at height i+7, M;,;(f) and the section at level for the catchment

basins of f, W;(f) are respectively given by:

Min(f)=Zi(f) / Rz; () Zi(F)) (4.10)
Win(N=UZz, () Xi(UNU M (f) (4.11)
where W_;(f)=0.

At the end of the iteration process, the watershed line WL( f) is equal to:

WL(f) =Wy (f) (withmax(f)=N) (4.12)
4.3 Experimental Results and Discussions
4.3.1 Experimental Condition of Medium.

Acinetobacter sp., a kind of ammonia-oxidizing bacterias[18] is used for
experiment. First, we input 1.5 £ Bacto Nutrient Broth(Difco) in 2.5 £ bioreactor
and sterilize them for 5 minutes at the condition of 121C in temperature,
151bs/in2 in pressure. And then, we inoculate 103CFU/ml of Acinetobacter sp. in
bioreactor, cultivate them at the temperature of 30 C and agitate with velocity 7

rpm for air supply 0.4vvm, DO 0.1 and pH 6.8. We input Syto 13 into 1 m¢{
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medium, mix it well and put it on the ambient air for 20 minutes. After that, by
filtering through nuclepore PC membrane( ¢ 1.3 cm, Costar, USA) by vacuum
pump, we fix the nuclepore on slide glass and observe the microscopic image.
And then, we get the microscopic images by CCD camera and frame grabber card.
By human visual method, we count the microbial cells on the microscopic image
after blocking the image at the constant size. Finally, we store the image and
compare this visual method with global Otsu's method, traditional watershed

algorithm based on global thresholding value, and the proposed method.

4.3.2 Experimental Results

In this chapter, the experiment is done for the microbial cell counting
algorithms such as global Otsu's method, traditional watershed algorithm based on
global thresholding value, and the proposed method.

Fig. 35 shows the procedure that the proposed method is applied to microscopic

image obtained from microscope.
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)
Fig. 35 The procedure of the proposed algorithm

(a) Gray image (b) Binary image (c) Areaopen image (d) Open image (e) Surface
image. (f) Surface image with maxima (g) Image with watershed line (h) Image
with watershed lines (i) Segmented Image (j) Labeled image (k) Labeled image
with center points (I) Center points (m) Gradient image on the gray image (n)
Labeling image

Fig. 36(b) ~Fig. 36(1) show the results realizing the proposed algorithm for the
right hand part of top after dividing Fig. 36(a) into 2 x 2 blocks(m=2, n=2). Fig.
36(m) and Fig. 36(n) show the results combining the cropped images into one

image and labeling the microbial cells.
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(m) (n)

Fig. 36 The example applied to the proposed algorithm

(a) Gray image (b) Cropped gray image (c) Binary image (d) Areaopen image (€)
Opening image (f) Opening image on the crop image (g) Intersection image
between opening image and gray image (h) Opening image by reconstruction (i)
Marker image with region maxima (j) Marker image on elongated structures (k)
SKIZ image with distance transformation and watershed algorithm (1) Segmented
image (m) Superposed image (n) Labeled image
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Fig. 36 describes the results of reconstructing the cropped images and labeling
the microbial cells. The proposed algorithm is processed as the follows. The
image signals captured by CCD camera set up at microscope are changed to the
corresponding digital image signals by image grabber interface card and those are
saved in the frame memory. Then the saved image is color image with 640 X 480
pixels and it is transformed into gray image as shown in Fig. 36(a). The
transformed full image is divided into cropped images of m X n blocks(Fig. 36(b)).
The thresholding value of the cropped image is obtained by Otsu's method and the
image is transformed into binary image based on the thresholding value(Fig.
36(c)). The area opening that the microbial cell images below. appropriately
prespecified pixels are regarded as noise and removed in the binary image is done
(Fig. 36(d)). The smoothing procedure is done by the morphological filter(Fig.

36(e)) where the mask is a type of octagonal as the following :

1

Octagonal=

bt bk bt b —

OO == —= OO
O o - O
—_— e e e - —
— e e —
— o — o
O - — O

After catching the intersection between the opened image and the cropped gray
image, the combined image as possible as similar to the original image is
obtained(Fig. 36(f) and (g)). The opening image by reconstruction (Fig. 36(h)) is
obtained by morphological reconstruction of the opening image[13]. The
watershed algorithm is applied for the cropped block images and each microbial
cell is segmented. That is, from opening image by reconstruction, we get the
distance function of Eq. (4.3), the surface image(Fig. 35(e)) based on the distance

function and the region maximum points that are used as markers(Fig. 36(i)) from
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the surface image. Because markers produce over-segmentation, these markers are
elongated in the long direction of object by the proposed elongating marker
algorithm(Fig. 36(j)). The SKIZ is got from the equation of geodesic distance
d y (x,y) of Eq. (4.5) based on this elongated marker images and the images with

watershed lines (Fig. 36k)) are produced from the Eq. (4.12). And then,
segmented images(Fig. 36(1)) are obtained by subtracting watershed lines from
these images(Fig. 36(k)). We repeat the above stated procedure for m x nblocks,
and the mx n segmented images are obtained(Fig. 36(1)). A superposed image (Fig.
36(m)) with the size of 640 <480 pixels as same as original image is obtained
from the mx n segmented block images got by repeating the previous procedure.
By labeling the superposed image, the counting result on the image of microbial
cells is achieved(Fig. 36(n)).

Fig. 37 shows the results that apply each algorithm. (a) shows gray image
transformed from color image obtained from CCD camera, (b) shows image by
global Otsu's method and (c¢) shows image by the global thresholding based on
watershed algorithm and (d) shows image by the proposed algorithm.

Sample 1: initial state

-

al) (b1)
(cl) (d1)
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Sample 2: 10 times dilution after 9-hour cultivation

(c2) (d2)

(c) (d3)
Fig. 37 Result images

(a) Original images (b) Images by the conventional Otsu's method (c) Images by
the global thresholding based on watershed algorithm (d) Images by the proposed
method

Fig. 38 shows the result of labeling the images (b), (¢) and (d) in Fig. 37. As

shown in Fig. 38, we can see that the number of the microbial cells counted by the
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proposed method shows the most approximated result to the cells counted by

human visual method.

70 L] T ¥ T
Global Otsu and Watershed
L Method b
5 . | ———+---Proposed Method i
T ——o——Human Visual Method 8
2 “OF ——t——Global Otsu Method 1
E o} -
T 20h §
=
3 4L i
S
oF p
.10 L L 1 1 : I
0 1 2 3 4 5 6 7

Number of Samples

Fig. 38 Counting result of viable microbial cells

Of course, it is difficult to prove the effectiveness of the proposed method
because the counting result by human visual method produces the errors
depending on the counters although the cells counted by the proposed method is
most approximate to the cells counted by human visual method. But because the
proposed algorithm based on watershed algorithm proceeds to the segmentation
similarly to counting by human visual method in spite of the overlapped image,
the result is more reliable.

The denser the microbial cells are, the bigger the error between the proposed
method and the other methods becomes. The density of the microbial cells and the
gap of gray level between backgrounds according to the positions in an image
must be small to count microbial cells exactly. To make lower the density of
microbial cells, the increase of dilution rate and enough agitation must be desired.
To decrease the gap of gray level on backgrounds, the development of excellent
dying materials, exact dying methods, setting exact foci of lenses and removing

noise are needed.
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4.4 Conclusion Remarks

A counting algorithm combining an adaptive automatic thresholding method
based on Otsu's method and the algorithm that elongates markers obtained by the
well-known watershed algorithm is proposed to enhance the exact microbial cell
counting in microscopic images. The effectiveness of the proposed method in
counting the microbial cell on the image is proved using Acinetobacter sp., a kind
of ammonia-oxidizing bacteria, and the proposed method is compared to the
global Otsu's method, the traditional watershed algorithm based on global
thresholding value and human visual method. The result counted by the proposed
method shows more approximated result to the human visual method than the
result counted by any other method. The counting error is affected by microbial
cell density and the gap of gray level in background. So to obtain more precise
counting result, we need dying mycrocells exactly, the fast grasp of microscopic
image, the enough agitation to have uniform distribution of microbial cells and

removing background in getting images.
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\%

Nonlinear Adaptive Control of
Fermentation Process in
Bioreactor

5.1 Introduction

Because fermentation process is so complex, time varying and highly nonlinear
due to biomass concentration, substrate concentration and production formulation,
etc, it is difficult to make a model and control for fermentation process exactly.
Specially, the exact estimate of the specific growth rate is so uncertain due to
them. This uncertainty makes adaptive control theory and sliding mode method
enables to be applied to fermentation process[25-33]. Miroslav Krstic applied
adaptive back-stepping method for control of biochemical process with assuming
of constant dilution rate and defined specific growth rate function[29]. This
function includes two unknown parameters. Yet there is no way of deriving such
function from the known models of specific growth rate.

It is important that the concentration of substrate in bioreactor keep constant in
continuous fermentation process. In this paper, we proposed a nonlinear adaptive
controller for tracking substrate concentration by manipulating dilution rate in a
continuous baker’s yeast cultivating process in bioreactor. Control law is obtained
from Lyapunov control function to ensure global asymptotical stability of the
system by using adaptive nonlinear back-stepping method. Haldane model as the

specific growth rate is used. It is assumed that the specific growth rate depends
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only on substrate concentration and the substrate concentration in the bioreactor
and feed line are measured. Because of the uncertainty of specific growth rate, the
specific growth rate can be modified as a function including the bounded
unknown parameter. The deviation from the reference is observed when the
external disturbance such as the change of the feed is introduced to the system.
The effectiveness of the proposed controller is shown through simulation results

in continuous system.

5.2 Process Model

The process considered is a continuous stirred tank in which the growth of
microorganism is controlled. The bioreactor is continuously fed with the substrate
influent. It is assumed that the rate of outflow is equal to the rate of inflow. The
volume of culture remains culture without washout. It is considered that the
feeding substrate is diluted in the water stream and the dilution rate is used as the
process input. The substrate concentration is regarded as output. The system
dynamic equations on the substrate and the biomass are given as the following

nonlinear form[26].

S =—ku(S)X + D(S;, - S) (5.1)
X=uS)X-DX (5.2)
y=5 (5.3)
where

X  :biomass concentration in the bioreactor

: substrate concentration in the bioreactor

S

D : dilution rate
Y7, : specific growth rate
k

: known yield coefficient
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y . system output

S; : external inlet substrate concentration

More than 60 expressions of the specific growth rate have been suggested such
as Monod’, Contois’, Haldane’s law, etc[33]. The choice of an approximate model

for u is far from being an easy task. In our case, it is modeled by the Haldane

model as the following

k.u,S
= = 5.4
k ki +kS+S? G4

= p(S)
where
My,  maximum specific growth rate

k : saturation constant

k; :inhibition constant.

* Control Objective and Constraints: The control objective is to regulate
substrate concentration S in bioreactor as level of reference substrate

concentration S.r by manipulating dilution rate D based on measurement data of S

and X. Control constraints are 0 < D < g, ,D<p, X >0, S>0and 0<S<S,,

forany 1> 0.

5.3 Controller Design

We define x; =5 - S, and x = X. Because of the uncertainty of specific

growth rate, the specific growth rate can be modified as a function including the

bounded unknown parameter.
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ux; = kX +09(x,x;) (5.5)
ki:um (xl + Sref)XZ

Q= - ku)C2 (56)
kok; + k,-(xl + S,ef)+ (xl + S,ef)z
where
k, : unit conversion parameter

0 €[0,,in.0m0¢] : adaptation parameter
With Eq. (5.5) and Eq. (5.6), the system dynamic equation can be written as:

Ji'z = kuxz + 9¢) — DXZ (58)

Now, we design controller using adaptive back-stepping method as the

following.
Step 1. We define the first tracking error

7 = x (5.9)

whose derivative can be expressed as

2y = ~kkyxy ~ kO 9 +(S;p 31— Syof DS, (5.10)

We choose x; as virtual input. By putting Eq. (5.10) to be — ¢z, ¢; >0 and

x5 can be expressed as
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. __clzl_k0¢+(Sin_xl_Sref)D—Sref (5.11)
2 kk, '

If Eq. (5.11) is replaced by parameter estimate§ of unknown parameter @, the

estimate ojofx; can be written as

ez —kOp+(S, — S
o = 121 4 ( in ref)D (5.12)
kk

u

We introduce the second error variable as

7 =x)—a (5.13)
where @ is the stabilizing function forx, .

2] = %o = —¢yz1—kk, 25 — kO (5.14)
Choosing the first Lyapunov function as the following

y=l2, g2 (5.15)
2 2y

where 8 =0 -0 is the error of parameter estimation and y > 0 is adaptation

gain. With Eqgs. (5.12) and (5.13), the first derivative of Vjalong the solution of
Eq. (5.14) is as follows.
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. ~ 1 -
Vi = —czf — by 21 2o +9(—k¢zl —;ej

(5.16)

Step 2. According to the computation in Step 1, in case that 6 = ydz,V, is

non-positive inz; when z; = 0. Therefore, we need modify the second Lyapunov

function to include the error variable z,. The modified Lyapunov function is

chosen as
)
Vy = —z5+)]
2 2 277

The derivative of zy = x5 — @y is

. 6 o
Zy =[1+k—a—(pJ (kux2 +6¢ - Dx,)

u OX2
c,—-D 6 o =
—| ——————— |\-cz,—kk, z, —kOp |+
[kku kuax,( 21k, 2, = kD) k
where
oq _ Sm_xl_Sref
oD kk,

_a_@ _ ki.um[kiks - (xl + Sref)z]xQ
O [kgky + ki (x) + Spep) + (31 + Spep )Y

Op _ kit (x) + Sref)

_ ~k
Oy kgh; +ki(x) + Spor) + (X + Spp)
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The derivative of V5 is
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(5.17)

(5.18)

(5.19)

(5.20)

(5.21)



V2 =—clz]2 +0 —kqul ——l—é+ 1+—€——a¢ @+ a- 2 —D~_0__6_¢ ko |z
4 k, Oxy kk,, k, Ox

- )
+ 2o [~ kky, 2 +(l +ki xat—‘p)(kuxz +68¢ - Dx,)
u 2
—c\z,~kk, z +—9— D+—S§ 5.22
[ Kk, K, ox, J( ) 0o P S ©-22)

where the following update law for parameter estimate eliminates & -term in Eq.
(5.22).

A 6 o -D 6 o
O=ylkgzy +3| 1+— koiz 5.23
e {( k, sz] ( Ky K, 6x1] ‘”} 2} 429

The dynamic feedback controller for system stabilization is obtained by letting

the last bracket in Eq. (5.22) equal to—cyz5,¢; > 0. After some rearrangement,

we have the control dynamics as

: 1 éa¢
D=—|—1+—" x5 — kk,zy +ciz1 ) |D
aal[( kuaxzjz kku( uZ2 11)}

)
+——|cCrz, ~kk z, +| 1+ — kx+9
a]_l:22 ul[ 3J( 2 @)

u V2

R L P T UL (5.24)
k, Kk,

u
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With Eqs. (5.23) and (5.24), V, is non-positive as follows

Vy = —c]zi?‘ —czzg <0 (5.25)

By Lasalle-Yoshizawa theorem, the global asymptotic stability is guaranteed at

z;1 =0and zy = 0. So all of trajectories of the closed loop adaptive system are
converged to =zero. V, =-c;z} —cyz; =0 implies that lim 71(()=0 and

limz,(¢) = 0 whent — co. Because z21=x1 =8-S, and z, =x, ~a; = X ~q,
they imply that § — S,,r and X — a;.

The closed loop system equations of the process is

2 =—c,z,~kk, z, kB @ (5.26)
by =—cyzy +hhyzy + || 14 L 00 |pu| [ D) _0 00, (5.27)
k, ox, kk, | k, ox

This block diagram of the proposed method is shown in Fig. 39.

Sref S

D

: é 7 ]
t—{ Controller Update Law "‘

Fig. 39 Block diagram of the proposed method
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5.4 Simulation results

To verify the effectiveness of the proposed controller, simulations have been
done with the changes of reference substrate and influent substrate. The numerical
values used for this simulation follow the work of Simutis et al.[27] and are given
as Table 3.

Table 3 The numerical values for simulation

Parameters Units| Values

Saturation constant &; g/l 0.1

Maximum specific growth rate g, 1/h 0.3

Yield coefficient £ 2
Inhibition constant %; g/! 50
Influent substrate concentration S;,| g// 20

The unit conversion value is chosen to be k,=0.275//(gh), constants in controller

are ¢, =7, ¢, =5, and the adaptation gain is y = 0.0362. The initial values used

for simulation are =1, S(1)=1g/l, X(1)=0.5g/l, and é(l)= 1.2 . The first
simulation has been done to show the tracking performance of the proposed
controller. Reference substrate S,.ris assumed to change as a step type as shown in
Fig. 40 with the constant influent substrate concentration. The simulation results
are shown in Figs. 40-44. The output substrate concentration S tracks reference
substrate concentration well as shown in Fig. 40. The variation of the biomass

concentration X increases smoothly as shown in Fig. 41. The error estimating

parameters 0 converges to zero as shown in Fig. 42. The proposed control input,
dilution rate D, and its derivative, dD/dr are shown in Figs. 43 and 44. As shown
in Figs. 43 and 44, it is shown that the dilution rate varies in an acceptable range

of control constraints mentioned previously.
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Fig. 43 Dilution rate D (control input) during the step change of reference
substrate concentration S,.r
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Fig. 44 Time rate of dilution rate dD/d¢ during the step change of reference

substrate concentration S,.s

The second simulation has been done with the change of the influent substrate
concentration S;, with the constant reference substrate. This simulation has been
done to know the controlled system performance under disturbance. The change
of Si» is also to be a step type as 20, 18, and 24 g// during each 10 hours. The
simulation results are shown in Figs. 45-49. Although there are bigger fluctuations
at the time with the change of Sy than at the time with the change of S, the
simulation result with the change of the influent substrate concentration S;, shows
similar results with the changes of reference substrate and also show the good

tracking performance to reference well.
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5.5 Conclusion Remarks

A nonlinear adaptive controller based on back-stepping method has been
introduced for a continuous baker’s yeast cultivating process in bioreactor.
Because of the uncertainty of specific growth rate, the specific growth rate has
been modified as a function including the unknown parameter with known
bounded values. The simulation results show that the proposed controller can be

used for tracking reference substrate concentration with good performance even in
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the changes of both reference substrate and influent substrate. The proposed
controller rejects the effect of the step change of the influent substrate
concentration. Smooth biomass concentration is obtained even in both the change
of reference substrate concentration and the variation of influent feed substrate
concentration for continuous fermentation processes. The dilution rate increases
with constant slope except when reference substrate concentration and influent

substrate concentration are changed to track the reference substrate concentration.
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V1

Nonlinear Observer for
Applications of Fermentation
Process in Bioreactor

6.1 Introduction

Fermentation is an important process for cultivating microorganisms.
Fermentation can be run as a batch, fed-batch and continuous process. In a
continuous system, the substrate is supplied to the bioreactor and extracted from
the bioreactor. Fermentation process is so complex, time varying and highly
nonlinear. Due to pH, dissolved oxygen, temperature, anti-foam addition, biomass
accumulation, production formation and nutrient depletion during fermentation
process, the dynamic behavior is significantly changed. So it is difficult to make a
model and control for fermentation process exactly. Specially, the exact estimate
of the specific growth rate is so uncertain because it depends on parameters such
as biomass concentration, substrate concentration, production formulation and
temperature, etc. Despite the intensive effort spent in developing new biological
SEeNnsors in recent ycears, the sensors are not much exact. To overcome these
problems, observers, software sensors, for on-line monitoring biological variables
has been developed.

The observer is expected to produce the estimate x(¢) of the state of x() of the
original system. One of the reasons of using observer is that full state

measurement of a process is generally not available. The construction of observers
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is very interesting and there are some available methods have been introduced in
literatures. For a linear system, a standard solution is given by the classical
Lubenburger observer. For a nonlinear system, the list of references at the end of
the paper cover part of recent works done in the area. Gauthier et al.[82] proposed
a simple observer for nonlinear system application to bioreactor under general
technological assumptions. Farza et al.[79] proposed simple nonlinear observer
for estimation in fermentation process. Martinez-Guerra et al.[75] proposed
parametric and state estimation using high-gain nonlinear observers applied to
bioreactor. Olivera et al.[80] solved the tuning problem of an observer-based
algorithm for the on-line estimation of reaction rates in stirred tank bioreactors.
Tonambe[83] reduced the estimation of the unknown parameters of a nonlinear
system to the estimation of its state variables by a state space immersion using
asymptotic high-gain observers. Busawon et al.[76-78] proposed simple high gain
observer for a class of nonlinear systems in a special canonical observable form
for state and parameter estimation in bioreactor. Among the above papers, the
Busawon’s high gain observer attained good performance and agreed well with
the experimental results. However in some cases, the estimated state of the system
is not converged to its real value as fast as required.

This paper proposed a modified observer based on Busawon’s high gain
observer using an appropriate time dependent function, which can be chosen to
make each estimated state converge faster to its real value. The proof is given to
prove the stability of the proposed observer using Lyapunov function approach.
The fermentation process in stirred tank bioreactor is used for the simulation. Two
cases have been done with the original Busawon’s observer and the modified
observer. The effectiveness of the proposed method is shown through the

simulation results applied to bioreactor system.
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6.2 High Gain Observer Structure

For general nonlinear system, a high gain observer is used to handle part of the

nonlinearity of the system by choosing a sufficiently large value of a given design

parameter. This part briefly summaries the high gain observer for a class of

nonlinear systems in a special canonical observable form, which is studied by

Busawon et al.[78]

Consider single-output system as follows:

z2=F(s,2)z+G(u,s,z)

y=Cz
where
[0 fi(s,z2) O
0 0 fr(s,2)
F(s,z)=1: : :
0 0 0
i 0 0
& (u,s.z;)
Gu,s,z)= :
8n(4,5,2),2y,",2,)
c=[1 0 - 0]

f,,_l(S,Z)
0

1

(6.1)
(6.2)

(6.3)

(6.4)

(6.5)

z=(z,2,..2,) € R", ue R", y € R and s is a known function, f,are class C"

that the first derivatives are continuous with respect to their arguments.

Let N(s,&,t) be observability matrix for system Egs. (6.1)-(6.5) as follows

N(s. &) =diag[l, £,(s.8), £,(5.E) (8.8, [i(8.E) 2 (8,E )+ £, (5.6)] (6.6)
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Consider the following algebraic Lyapunov equation

gj—"zﬂSl+ATSi+SAA—CTC=O (6.7)
(1

where S, is the symmetric positive definite matrix, A is a positive number and

matrix A4 is of the form:

0 1 - 0
A= : .o .> : 6‘8
0 0

We assume the followings:

(A1) There exists a subsetU < L”(R",R™)and two compact sets K; c K, such
that every trajectory z(?)associated to any # € U and issued from X, to
K,.

(A2) s(¢)is known and bounded in class C' and $(¢) is also bounded.

(A3) 3a; >0,Vue R" ,Vze R" V1 20:|f,(s(t).2)| >,

(A4) Ja, >0,Yue R",Vze R" Vt20:

gi(u,S(t),Z)l >a2 fOI' izl’---’n.
(AS) 3B,y 20;Vue R" Vze R";Vt 20

o (s(0).2)
oz

<p uagi(ll(gS(f ),2)

z

<7
for j=1,--,n-land i =1,---,n.

(A6) N(s,&,¢) is full rank for all # > 0 and its time derivative is bounded.
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Theorem 1[78]: Assume that the system (6.1) satisfies Assumptions (A1)-(A6).
Then, there exists A >0 such that the following equation is an exponential

observer for the system (6.1):
Z=F(5,2):+G(u,s2)-N"(5:0)S;'C"(Cz-y) (6.9)

6.3 Modified Observer

This section introduces a modified observer based on the above Busawon’s
high gain observer using an appropriate time dependent function H(¢), which can

be chosen to make each estimated state converge faster to its real value.
H(t) = diag [1,h (1), hy (1), b, (1)) (6.10)

Now, let M(s,&,t) be observability matrix for system Egs. (6.1)-(6.5) as

follows:

H6/6.8)  AEEO[GE) fra(sE)

M(S, g:t) = dlag l’fl (S’(E)’ h] (t) b hl (t)hz (t)"'hn—Z (t)

}(6.11)

We assume the followings:
(A7) H(t) is bounded function and rank (H(¢)) = n.
(A8) M(s,&,t) is full rank for all ¢ > 0 and its time derivative is bounded.

The proposed modified observer can be cited in the following theorem 2.
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Theorem 2: Assume that the system (6.1) satisfies Assumptions (A1)-(AS5) and
(A7)-(A8). Then, there exists A >0 such that the following equation is an

exponential observer for the system (6.1):
Z=F(s5,2)+Gu,s,2) - HOM (5,208, C"(C 2-y) (6.12)

Proof of theorem 2
For the sake of simplicity, note that F' = F(s,z), F= F(s,z2), G=G(u,s,z),
G=G(us3), H=H(t) and M = M(s,%,1).

Define the observer error, £ = Z — z. Its first derivative yields

-z

(F—HM™S;'C"C)e+(F - F)z+(G-G) (6.13)

M.
I
[N]Y

I

Now define a new variable

E=MAie > 6=AM'E (6.14)
where
1 1 1
A, =diag|l,—, —, -, 6.15
A g,: 1 2’2 /1,,__;:| ( )

then we have

Using relation shown in part A of Appendix 2, we can derive the following
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F=MM e+ A(A-HS'CTC)E+ MA,(F-F)z+MA,(G-G)  (6.16)
The Lyapunov function is chosen as follows
v=2"5z=|e; 20 (6.17)

Using Egs. (6.14)-(6.16) and the relation in part B of Appendix 2, the first

derivative of Lyapunov function can be written as

V=2&"S¢g
=28 S MM - v
—AgTCcTce-248"S(H-1)S;'\CCce
+287S\MA (F - F)z+28"S,MA (G -G)

v <-av +2fat izl

= Ace® 24,2 |el |1 - DS |

+ 25,26, (F - Fyz|+ 2, 2]|M A (G - 6 (6.18)

Using Assumption (AS5), the boundedness of the state and the triangular

structure of G and f;, with some positive constants y,,y,, we obtain[78]

[62F = F)z| < mase ]| = nip 2| < r|ar |l 2]

326 -0) <l =it e i
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. =|H-Ds7cTe

b

Define 7, = “M M "'

IS:gl|g] = oV =o0&"SiE, p=2m+2,7,+2r,
Then we can rewrite (6.18) as follows

Vs -4y + s el + 2n[sie] €]
+23] el - 24]s.e] ] m.

V<-{21+ 2n,0) - polV (6.19)

If 2 is chosen so as to satisfy 42> (po)/(1+2n,0), ¥V achieves negative.

Hence, £ > 0, £ = A/M ™' — 0 when t — . -

When the matrix H(¢) in (6.10) is chosen as an identity matrix, the proposed
observer is the high-gain nonlinear observer which has been studied in the works
of Busawon et al.[78]. The first element of H(f) is 1 corresponding to the
measured state of system. Another element of H(¢) can be chosen under the

Assumption (A7) to make the estimated state converge faster to its real value.

6.4 Application to Bioreactor

In this section , the system dynamic equations on the substrate and the biomass
in bioreactor are given in section 5.2. The observer of the system dynamic
equations is designed.

We consider two cases: 1) measure substrate concentration S and then estimate

biomass concentration X using Haldane’s specific growth rate and 2) measure
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biomass concentration X and then estimate the specific growth rate x without

any assumption on its model.

* Case 1: Estimation of X from the measurement of S when u satisfies

Haldane'’s law.

The system can be rewritten in the following form

HERR e
x| o o |x| |uS)Xx-DX

S
y=[i OWX} (6.21)

Apply the proposed observer (6.12) with

:=[S x|
Fis.2) - [0 A6 5)] _ [o —kp(S)}
0 0 0 0
; klu ,§
S)= imZ
H) k.k, +kS+S?
G(u,s,z) = { l),(Si" =5 . jl
uS)X-DX

10
mlg ()

10 1 0
M*QﬁOzL) 1‘}=0 1
fi(s2) kp(S)
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i-z=[5-5 X-x]

The proposed observer is as follows

S = —kp(S)X +(S,, —S)D—-24(S - 5)
/12
kpu(S)

(6.22)

X =u($)X-XD+(1-e" (S -5)

* Case 2: Estimation of u from the measurement of X without any assumption
on the model of u

In this case, no information on x is available, we assume instead that u
satisfies & = ¢(¢r) with unknown bounded function ¢(¢r) . The system can be

rewritten in the following form

BHS ﬂﬂ[ﬂ (6.23)
v=l O]E_ (6.24)

Apply the proposed observer (6.12) to the system with

i=[X A
0 fe ,
o 4
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0
1
X

which yields

X

LX - XD-24(X - X)

. T_x (6.25)
n=—(1-e 1> 2
o=—( ) %

t

The time dependent function is chosen as A, (t) =1—e"", this function is stable

and converges to unit when ¢ — oo. Hence it satisfies Assumption (A7).

Remark: In chapter 5, the controller is designed used for keeping the substrate
concentration in bioreactor for smoothly increasing cultivation of microorganism.
However, the observer design is needed to practically implement exact control
and know the internal state of the system. In this chapter, the two observer design
methods are proposed for estimating the states of bioreactor system, states X and

4 mentioned as above. Generally, the observer is used to control the system for

estimating the states and designing more exact control system. That is, because of
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using all states by introducing them to the controller designed in chapter 5 using
the states obtained by the observer, exact control can be implemented. Finally,
biomass concentration X can be obtained by the counting algorithm using digital

image processing in chapter 2-4.
6.5 Simulation Results

To verify the effectiveness of the proposed observer, simulations have been
done with Busawon’s observer and the proposed modified observer. In Busawon

observer, H(t)=diag([l,]]) and in the proposed modified observer,

H(t) =diag ([1,1-¢e7']). The noise of zero mean and standard deviation of 10%
is used in this simulation.
The first simulation is done with estimation of X from the measurement of S

when u satisfies Haldane’s law. Parameter A4 is chosen as 6 . Simulation results

are given in Figs. 50-53. Fig. 50 shows reference substrate concentrations,,,,

output substrate concentration S and estimated substrate concentration S by
proposed method and Busawon method when reference substrate S, is assumed
to be changed as a step type with the constant influent substrate concentration.
Because we measure S, the values of S can be estimated using Busawon’s and
the proposed observer’s results are not far from those real values. Fig. 51 shows
output biomass concentration X and those estimated values X using both
observers. The proposed observer estimates output substrate concentration S and
biomass concentration X faster than Busawon’s observer as shown in Figs. 50
and 51. The errors of estimation are given in Figs. 52 and 53. Both figures show
that the proposed observer has better performance comparing to Busawon’s

observer. When the time is large enough, both observers are identical because we

choose #(t)=1-e"' which converges to unit when ¢t —» .
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The second simulation is done with estimation of x from the measurement of
X without any assumption on the model of x. Parameter A is chosen as 2.68.

Simulation results are given in Figs. 54-57. Fig. 54 shows the biomass
concentrations and their errors are given in Fig. 56. The specific growth rates of
the controlled process are given in Fig. 55 and their errors are given in Fig. 57.
The bigger value of A is chosen, the faster the estimation value converges to its
real value. Of course, there is the bigger estimation error. From these figures, we
can conclude that the proposed observer has a better performance comparing to

the original Busawon’s observer.
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Fig. 54 Biomass concentration
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6.6 Conclusion Remarks

A modified nonlinear observer based on Busawon’s observer is introduced. By
using appropriate time dependent bounded function, the modified observer shows
faster convergence to its real value than Busawon’s observer. The proof of the
stability of the modified observer using Lyapunov function approach is given. The
modified observer is applied for estimating output substrate concentration and
biomass concentration of a continuous baker’s yeast cultivating process in stirred
tank bioreactor. In the case of using no model of specific growth rate, we can also
use the proposed observer to estimate the specific growth rate using only
measuring the biomass concentration. The effectiveness of the modified observer
is shown through the simulation. The simulation results show that the proposed
observer has good performance with smaller error and faster estimation than

Busawon’s observer.
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Conclusions

This paper proposes the algorithms counting microorganism and controlling
cultivating process in bioreactor using image processing method.

Microscopic images of cultivated microorganism in bioreactor are colorless.
They also have a lot of noises, overlapped images and un-uniform gray values.
The proposed algorithms to effectively count microorganism in bioreactor are
proposed.

Nonlinear adaptive controller is proposed to track the reference substrate
concentration for smoothly increasing biomass concentration in bioreactor. The
proposed observer based on Busawon’s observer is introduced to estimate the

system parameters in bioreactor.

The effectiveness of the proposed methods is shown through the results of

simulations and experiments.
7.1 Results

The results in the thesis can be summarized as follows
B For counting non-overlapped image, the following two methods are
proposed.
- Using area filter and morphological filters as cleaning, filling and
opening.
- Using two-dimensional cubic surface fitting method and minimum

square error method to eliminate and reconstruct background.
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The second method is more effective than the first method for counting
the images contaminated with severe noises. However, both methods
are not effective for counting overlapped image.

B For counting overlapped image, we propose the hybrid algorithm
including Otsu's optimal thesholding method in 2x 2 block, elongating
marker algorithm and conventional watershed algorithm. This method
is effective for counting cells in all microscopic noisy and overlapped
images.

B Nonlinear adaptive controller based on back-stepping method can track
the reference substrate concentration by increasing the dilution rate as a
control input with constant slope even in the step change of reference
concentration and influent substrate concentration. Smooth increasing
biomass concentration can be obtained.

B The proposed observer have good performance of converging faster to
its real value than Busawon’s observer both in estimating biomass
concentration from the measurement of the substrate concentration and
in estimating specific growth rate from the measurement of biomass

concentration.
7.2 Future Work

B Carry out the reliability test with many experiments to verify the accuracy

of the count obtained by the proposed method.

M The proposed counting algorithm in the thesis still segments some
overlapped images and over-segmentation, Develop new algorithm to
solve these problems.

M The effectiveness of controller and observer proposed in thesis is shown

through the results of the experiment.
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Appendix 1

Otsu's Variance Based Thresholding

In this section, we will show the Otsu's thresholding method that is usually

applied to bimodal type histogram in Fig. A1[3-6].

Class 2

i 1 L i 1 1 1 1

Number of pixels

M, - M2' Gray-level

Fig. A1l Statistical meanings of bimodal histogram

The thresholding values are varied according to the positions in the captured
image even though the microbial cell type is the same. So, we divide the full
image into an appropriate block size with the same pixels and get the thresholding
values for each block based on Otsu's method. To adopt the bi-thresholding
method, the histogram of an image is converted to a probability distribution.

Let n,denote the number of pixels at level i. Now if the total number of pixels
is denoted by N, then,
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N=3n (A2.1)

i

To facilitate the formulation, the gray-level histogram is normalized and a

probability distribution of gray-levels of a given gray level i is obtained:

pi=n;/N (A2.2)
where
L
pi20, Xp;=1 (A2.3)

Now, let the pixels be thought of as divided into two classes, C; and
C, (background and object or vice versa) which denote respectively the pixels
with levels [1,2,---,k]and [k+1,~-~,L] and k£ is the required threshold value. The

probabilities of occurrence of classes, C| and C, are given as respectively:
k L
o =xp=ok) o =wk)= Tp=1-o (A24)
i= i=k+

Similarly, the means of the histogram up to the threshold level ¢ = k in classes,

C; and C, are calculated as respectively:

tv:ki& _ MK (A2.5)

i1 @ (k)

L L p. Mp-Mk
My= SiP(i/Cy)= % g Pi M = MK (A2.6)
i=k+1 i=k+1 @2 1-w

t=k
M= SiPi/Cy) =
j=1

1=

where
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1=k L
M(k) = Zlip,- , Mr=3%ip; (A2.7)
i= t=1
k p. L p,
Pi/C))=3Y and P(i/Cy)= Y — (A2.8)
=101 i=k+1 @2

which Eq. (A3.8) are the probabilities that gray level i come from the classes, C;
and C,.

The between-class variance for the classes, C} and Cj is calculated as follows:

0'123 =, (M, _MT)2 + @, (M, _Mr)2 =‘010’2(M2_M1)2

_ My o (t)- M)

(A2.9)
o1 ()1 - o, (k)]
Total variance in class (0'%) is as the following equation
L 2
o;=).(i-M;) p, (A2.10)
i=]

The optimal thresholding value ¢ is the gray level when the following equation

Jis maximum.

=98 (A2.11)
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Optimal threshold value ¢ is chosen as & to maximize the ratio J of Eq. (A2.11).

Since the total variance (0'%) , Eq. (A2.10) is constant for a given image histogram,

it implies maximizing the between-class variance from Eq. (A2.9).

Bilinear interpolation
Fig. A2 shows a concept of bilinear interpolation method that newly produced
pixel is a summation of values multiplying a weighting factor to 4 nearest pixels.

Each weighting factor is proportional to distance between pixels.

fx,.p)

(x D4 1) f[}
Fig. A2 Bilinear interpolation

The bilinear interpolation is according to the following equations:
fxy)=fr-py(s-17) (A3.1)
where f(x, y) is an approximate function of background.

fo= 0= p A, 00— F(x, 1) (A3.2)
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Fr = f Gy - P O ys) = £ (0 v0)) (A3.3)

XX

Px=""" (A3.4)
Xy — X,

Py = YN (A3.5)
Ya— N

And py,p, are weighting factors for each directions, f(x,y) is a pixel value

obtained by interpolation method, (x, y) coordinate of pixel, and (x;,,), (x3,¥2),

(x3,¥3) and (x,,y, ) means the four nearest pixels of (x, y).
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Appendix 2

Part A
MA(F-HM'S;'cTeynm™

= AMEN M = A MHEMT'S;'CTCA M
= AMEMTA} —a,MHM'S;'CTea) M
= AHAK]! A, M M7'HA,'S'A,'CTC
=A-2AHA'S'a,'CTe
= A(A-HA,A,7'S,7'CTC) = M(4-HS,'CTO)
where

MFM™ =HA

c'ealm™ =C'c

S, =aa,7's,7'A,

AHAN! =AHA=24

Part B
25T S, MM g+ 2487 S,(A- HS,"'CTC)g
=257 S,MM &+ AET (25,4-25,HS,"'CTC)&
= 25T S,MM™E + 487 (28,4)8 — 2&7 (28,HS,'CTC)E

— 28T S MM g+ 287 (-5, +CTC)E
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—AgT@SHS,”'CTO)E
= 28T S,MM g+ 187 (=S, +CTC-28,HS,'CTC)&
= 28TS,MM e
~AETSE+ AET (-CTC+2CTC-28,HS,”'CTC)E
= 28"S MM e -2V
—AgTCTCE-248T (S, HS, - 1)CTCE
=25 S MM™'E -V
—2g7cTCcE-248TS,(H-1)S,”'CCe
where

' (28, =5" (-8, +C"C)z
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