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Priority-based Minimum I nterference Path Multicass RWA
Algorithm with QoS Guaranteein Optical Virtual Private
Network

Jeong-Mi Kim

Department of Telematics Engineering, The Graduate School

Pukyong National University

Abstract

OVPN(Optical Virtual Private Network) based on DWED&nse Wavelength
Division Multiplexing) 'backbone framework with QdJ(ality of Service)
guarantee is considered as a promising approacthéofuture VPN. This thesis
proposes a new routing algorithm, called MIPMR(Miom Interference Path
Multicst Routing) algorithm which can meet diffetieed QoS requirements. The
proposed algorithm finds an alternate route comsigenode priorities when the
congestion is occurred in a network. Also, the emrrmultimedia applications
involve real time-intensive traffics with variou® requirements. So we proposes
a QoS MIPMR in combination with QoS constraints anecovery strategy based
on the differentiated QoS service model to provigleS guarantee for a wide
variety of multicast applications. And we apply QMR to the architectural
framework for QoS support in terms of QoS routing aongestion avoidance. The
MIPMR algorithm tries to improve blocking probabjliand wavelength utilization
by avoiding congested path for potential futureramtion requests. We verify the
performance of the proposed algorithm in terms lwfcking probability and
resource utilization. And the simulation resultsndastrate that the MIPMR
algorithm is superior to the previous multicast thog algorithms based on
capability-based-priority and spawn-from-VS helicist



I . Introduction

VPNs (Virtual Private Networks) are well-recognizad one of the critical
applications of the future Internet market and hgamed increased acceptance
due to the economic benefits, scalability and bditg [1-2]. Given the
increasing demand for high bandwidth services (iideo-conferencing, VolIP,
digital library, tele-immersion, data mining and.¢tOVPNs (Optical VPNSs) are
expected to be one of the major applications ferftliure VPNs. Therefore the
OVPN over IP_(Internet Protocol))/GMPLS (Generalizddlti-Protocol Label
Switching) over DWDM (Dense Wavelength Division Mplexing) technology
has been suggested as a favorable approach fiingdahe next generation VPN

services [3-5].

OVPN should be considered in the aspect of theashior the multicast
manner according to-the types of the OVPN servieethe unicast method, one
optimal light path between source and destinatiboukl be established for
point-to-point (P2P) connection. On the other hathe, light paths should be
established for point-to-multipoint (P2MP) connens in the multicast method.
In general, major benefits of the multicast metlaod bandwidth savings and

scalability inherent [1].

One of the critical issues in OVPN is the RWA (Rogtand Wavelength
Assignment) problem which is embossed as very itapbiand plays a key role

in improving the global efficiency for capacity ligation. However, it is a



combinational problem known to be NP-complete bseauouting and
wavelength assignment problems are tightly linkegether [6]. Since it was
more difficult to work out RWA as a coupled problethis problem has been
approximately divided into two sub-problems: rogtinand wavelength

assignment.

In previous unicast RWA, the routing scheme has lveeognized as a more
significant factor on the performance of the RWAlgem than the wavelength
assignment scheme [7-8]. Among approaches fordbgng problem, dynamic
routing(DR) yields the best performance because dpRroaches determine a
route by considering the network status at the tmeonnection request [9]. On
the other hand, static routing approaches suchxad fouting (FR) and fixed
alternate routing (FAR) set up a connection requestfixed paths without
acquiring the information of the current networatas [10] And existing routing
schemes that do not consider potential traffic deisacan lead to serious
network congestions by inefficiently utilizing waeagths in terms of traffic-

engineering.

In previous multicast RWA, some multicast routingoaithms [11] have some
defects such as the long delay incurred in constigiche tree. In [11], four
multicast tree generation algorithms have beengseg. Among approaches for
the routing problem, Member-only algorithm yieldsetbest performance in
terms of the number of wavelengths per fiber antilver of channels per forest.

On the other hand, the performance in terms ofitday from the source to the



individual destination is poorer for Member-onhathother algorithms. However,
the delay in optical networks is normally very lolence, it is preferred to
minimize the cost of the forest than minimizing telay on individual paths.
And also it is difficult to add or delete a noderfr a session, because adding or

deleting a destination to the existing session a@nge the structure of the tree.

To overcome these limitations, [12] proposed VS3t(al source)-based tree
generation method. Using a VS node that has bdittirsp and wavelength
conversion capabilities, a node can transmit aanmieg message to any number
of output links on any wavelengths. In.additiore getup time for a VS-based
multicast tree is much less compared to the of ctwoted multicast tree
construction because each VS node should makevatiees for the paths to
support the multicast sessions prior to the mudticrvice requests. But as the
number of VS nodes increases, the congestion dtleteesources reserved for

paths between VS nodes also increases.

In [13], multicast tree is generated based on Merohly algorithm using
spawn-from-VS and capability-based-priority. The@gosed algorithm has two
different phases namely tree construction phase vaankelength assignment
phase. During tree construction phase, multicast include destinations by
priority. The nodes in the network are assignedesgniority depending on the
capabilities they have. But the path which is rdutg higher priority nodes can

be congested.

To overcome this problem, this paper proposes a neticast routing
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algorithm choosing a route that dose not interfecemuch with potential future
connection requests and call it PMIPMR(Prioritydxdviinimum Interference
Path Multicast Routing). Existing routing schemesiow do not consider
potential traffic demands can lead to serious netwoongestions by not
efficiently utilizing wavelengths in terms of traffengineering. They cannot
either provide services with satisfied quality-ef\dce (Qo0S) guarantee.
Therefore we also propose a QoS MIPMR in combinatith QoS constraints
and a recovery strategy based on the differenti@@8 service model to provide

QoS guarantee for a wide variety of multicast aygtions.

The rest of the paper is organized as follows: i8e@ presents the analysis
of previous RWA schemes and section 3 describesntiiécast tree generation
concept and the proposed PMIPMR algorithm. Andeictisn 4, we provide the
architectural framework for QoS support and prop&3eS MIPMR with
differentiated QoS classes. Thereafter, using sitersimulations, the proposed
and other existing algorithms-are comparativelyleated in section 5. Finally,

some concluding remarks are made in section 6.



IT. Analysis of Previous RWA Schemes

1. Previous RWA Schemes

The trend of RWA researches approached to vari@myspoints with respects
to traffic assumptions and the possibility of wargjth conversion. Almost all
existing algorithms for the RWA problem have beexalipled into two separate
sub-problems, i.e., the routing sub-problem andwheelength assignment sub-
problem because finding an optimal solution by sgwhe RWA at the same
time known as NP-complete problem [7]. Each sulilenm is independently
solved as shown in Figure 1 and Figure 2. In FiggireMW-MIPR and VS-
MIMR are describes in next section for minimum ffdeence path routing
algorithm. Next two sub-sections focus on varioygpraaches to routing

connection requests and assigning a wavelengtteto.t

| Wavelength Assignment
Assignment Assignment

Graph (,olor-lng

Alﬁorithm

'

Least—Used/Spread
= Most—Used/Spread
= Min—Product
= Least—Loaded
= Max—Sum
= Relative Capacity

Loss
= Wavelength

Reservation

Figure 1. The previous wavelength assignment schkeme



Routing

A
1xed Alternate Source-rooted VS-rooted
Routing approach approach

eas
Path Routing

Adaptive
Shortest Cost
Path Routing

e
Qn

PMIPMR

Figure 2. The previous routing schemes and propakggdithm

1.1 Routing Schemes

1) Architecture of DWDM-Based OVPN for Unicast amdulticast

Schemes

As shown in figure 3, a generic OVPN reference iggcture is composed of
VPNSs in the electric control domain and the DWDMsé&d backbone network in
the optical control domain. We assume that exteviirills aggregate IP packets
(the same destined packets at the CE nodes (Eidge)) to make operations
simple. The internal OVPN backbone network congithie PE nodes (Provider

Edge) and the P core nodes (provider).
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As illustrated in figure 3, different VPNs may prde different services, i.e.,
point-to-point (unicast), point-to-multipoint (midast). The congestion in a
network is defined as the maximum offered traffic any link. The congestion
can be partially reduced by using an appropriatatimg scheme with
consideration of the current status of the networthe unicast manner and by

constructing multicast tree efficiently in the nicdist manner.

""" sl OVPNA
4 % CE4/ cugomer Site
(P

——)Unicast traffic
----------- » Multicast traffic

Figure 3. OVPN reference architecture with unicest multicast connectivities

2) Routing Schemes

a. Unicast Routing Schemes
Current routing schemes are based on source-direst¢hods because of its

easy controllable characteristics. And there areetliundamental approaches to



solve routing sub-problem: fixed routing (FR), fikalternate routing (FAR) and

adaptive routing (AR).

Fixed Routing (FR):

The simplest method for routing a connection alwelysoses the same fixed
route for a given source-destination pair. Gengrahe fixed shortest-path
routing approach is used. The shortest-path foh eatirce-destination pair is
computed off-line in_advance using standard shbepath algorithms, e.qg.
Dijkstra’s algorithm or Bellman-Ford algorithm. Wiehe request comes, the
light path is set up using the pre-determined roOfeviously, the disadvantage
of this approach is that the routing decision ismade based on the current state
of network. It might lead to the situation wheramgolinks on the network are
over-utilized while other links are underutilizethis might potentially result in

high blocking probability.

Also, FR may be unableto-handle fault situationg/hich one or more links
in the network failure. To handle link faults, theuting scheme must either
consider alternate paths to the destination, ortrbasable to find the route

dynamically.

Fixed Alternate Routing (FAR):

As an improvement over FR, FAR is an approach skquentially considers

an available path among pre-determined fixed roatesselects one. Each node

8



in the network is required to maintain a routingléathat contains an ordered list
of a number of fixed routes to each destinationendebr example, these routes
may include the shortest-path, the second shquthti-the third shortest-path,
etc. A primary route between a (S, D) pair is dedims the first route in the list
routes to the destination node in the routing tabline source node. An alternate
route between a (S, D) pair is any route that dam¢share any links with the first
route in the routing table at the source node. Wdhennnection request arrives,
the source node will-decide the best route froistaof candidate routes by some
metric, e.g. the minimal hop count and then sethaplightpath over that route.
This approach can reduce the blocking probabilityeared to FR, and provide

some degree of fault tolerance upon link failures.

Adaptive Routing (AR):

In adaptive routing (AR), the route from a sourceléstination is determined
depending on the network state that is determiryeallithe connections that are
currently in progress. A typical form of adaptiveuting (AR) is adaptive
shortest-cost-path routing. When a connection r&€gaerives, a source node
computes the shortest-cost-path to a destinatide based on the network state.

If no path is available, the request will be blatke

Another form of AR is least congested path (LCR)tirg. This approach is

similar to FAR that pre-selects multiple routes &ach (S, D) pair. Upon the



arrival of a connection request, least congestéld aaong the pre-determined
routes is chosen. The congestion on a path is meghdoy the number of

wavelengths available on the most congested litkérpath.

The advantage of AR is that it results in lowerreeetion blocking probability
than FR and FAR because it is too hard to find ptin@l route using static
routing approaches such as FR and FAR that deterrtiie route without
considering network’s status [10]. Compared toistabuting methods, AR
approach is the most efficient because a routeyisamically chosen by
considering network’s status at the time of conipactequest, which improves
network performance in terms of blocking probapilifl0,14]. Also, AR
approach can provide the protection . scheme forrmexdion by setting up a

backup path against link or node failures in thievoex.

b. Multicast Routing Schemes

Sour ce-rooted approach:

In Source-rooted approach, a multicast tree istoacted with the source of a
session as the root of the tree. The objective iseeéher to minimize total cost
of the tree or to minimize individual cost of pathstween the source and
destinations. Depending on the objective theretwre methods to construct a

multicast tree (i.e. Source-based tree and Stbiased tree) [15-16].

In Source-based tree generation methods, the dtetis are added to the

10



multicast tree in the shortest path to the sourfca multicast session. These
algorithms provide a computationally simple solatito the multicast tree

generation, but have some limitations. Table 1 sarnres the properties, merits
and demerits of each multicast tree generation odeih the source-based tree

approach..

In Steiner-based tree, the destinations are add#uktexisting multicast tree
one at a time in such a way that the total cosheftree is minimized. To add a
node to the tree, it is required to find the minmmaoost path tree to all nodes in
the tree. This approach is computationally expensience, heuristics are
provided to choose a node to which the present nadebe connected. Table 2
summarizes the properties, merits and demerithefntulticast tree generation

method in the Steiner-based tree approach.

Table 1. Comparisons of Source-based tree genenatdhods

Re-route-to-Sour ce Re-route-to-Any Member-Fir st

Each destination finds its

Each destination finds the

Constructing the tree according

the link priorities (determineg

. . 0
Properties reverse shortest path nearest node in the current tre% o
; ; y whether or not the link is
heading for the source. heading for the source. leading to destinations)
Shortest delay, and Moderate wavelength, channgellhe least number of wavelengt
Advantages

simple implementation.

resources, and delay require

j.and short delay.

Disadvantages

Requiring the largest
amount of channel resourc
and wavelength numbers

Constructed tree may have
bsome paths, which are not the

shortest paths

Computational complexity

11



Table 2. Steiner-based tree generation method

Member-Only

Building up a multicast tree by including membeng @t a time (the

i closest member first)

Advantages Requiring the least number of wavelengths and oblai@sources

Disadvantages | Long delay, Computational complexity

For a given multicast session, the _methods of th&ce-rooted approach
construct a set of trees with an objective of eitheimizing the total cost of the
tree or minimizing the individual cost of the pdiatween the source and the
destinations. But the source-rooted approach hasoisider all intermediate
nodes that were laid in the paths between the sand the destination nodes in
order to establish efficient path constructionserEifore it -has a long light tree
setup time. In addition to the long setup time, tlght tree needs to be
reconstructed if the tree structure is changed lorkafails. For such a case, the

Virtual Source-rooted approach was suggested.

VS-rooted approach:

The algorithm based on this approach overcomekntiitations of the source-

rooted approach. In the VS-based tree generatipnoaph [11,12,16], firstly

12



some nodes are chosen as VS nodes in the entiverkefAt this time, the nodes
that have the highest degree, or the most numbadjatent nodes, are chosen as
VS nodes. And the VS nodes have both splitting aadelength conversion
capabilities. The light path is established betwiéhese VS nodes, and the entire
network is partitioned into each VS node by excliragpénformation through the
established path. When a multicast session is stediethe multicast tree is
constructed for each session based on the paetitianea between the VS nodes
and the mutual connectivity. Therefore, the VS-dasee construction approach

is generally divided into the network partitioniplgase and tree generation phase.

In the network partitioning phase, he given netwsrlpartitioned into some
parts based on the nodes adjacent to the VS ndtesnodes that have a high
degree are chosen as VS nodes. Once the VS naetentified, then the paths
between all VS nodes are computed. Every VS estadiconnections to all the
other VS nodes. As a result, the network can bevede as a set of the
interconnected VS nodes, and the remaining nodéseimetwork grouped into

trees each with the root as a VS node.

In the tree generation phase, when the set of sand destinations for each
request of multicast session are given, the muititae is generated by using the

connection information provided in the network fignming phase.

13



1.2 Wavelength Assignment Schemes

For the wavelength assignment sub-problem, itésgibal to efficiently assign
a wavelength to each lightpath without sharingghme wavelength with other
lightpaths on a given link, which has been respebtistudied in terms of static

and dynamic traffic.

1) Static Wavelength Assignment

Generally, graph-coloring algorithms [17] were eoyeld to assign
wavelengths for static traffic where the set ofroertions are known in advance.
This algorithm operates to _minimize the number aiv@length used as follows.
First, construct an auxiliary graph G(V,E), suchttbach lightpath in the system
is represented by a vertex(V) in graph G. Them@misindirected edge(E) between
two vertexes in graph G if the corresponding ligiiys pass through a common
physical fiber link as shown in Figure 4. Seconoloing the vertexes of the
graph G such that no two adjacent nodes-have the salor. If the number of
edges at a node denotes degree, then coloringgsri®mm the maximum degree
(Figure 4(b)) can have the minimum number of wawglles required for the set

of lightpaths in Figure 4(a).

(a) A network with five routed lightpaths

14



deg=3 deg=2 deg=3 deg=2

(b) Coloring vertexes sequentially  (c) Colorirgrtexes sequentially
from the maximum degree from the minimum degree

Figure 4. Graph coloring algorithm

2) Dynamic Wavelength Assignment

Under dynamic traffic where connection requests/@nmrandomly, a number
of heuristics have been proposed as follows; RanWawvelength Assignment
(R), First-Fit (FF), Least-Used/Spread (LU), Mostdd/Pack (MU), Min-
Product (MP), Least-Loaded (LL), MAX-SUM (®), Relative Capacity Loss
(RCL), DRCL (Distributed RCL), Wavelength Reserwati(Rsv) and Protection
Threshold (Thr) [17-18].

R scheme randomly chooses one among available evaytels for request
route. FF selects the first wavelength among all #vailable wavelengths
numbered. This scheme is preferred in practice usscaf no requiring global
knowledge and simple computation. LU chooses theslgagth that is least used
in network. This scheme causes communication owagrtibat collects global
information to compute the least-used wavelengthl 8hooses the most-used
wavelength in the network contrary to LU methodisTécheme is expected to
have better performance than LU due to conservdlierspare capacity of less-

15



used wavelengths. But MU also has the communicati@rhead same as LU
scheme. MP scheme computes the number of occupbes ffor each
wavelength on a link and choose the wavelength with minimal value in
multiple fiber networks. LL chooses the wavelengdftat has most residual
capacity on the most loaded link along the pattectet in multiple fiber
networks. M> considers all possible paths in the network anehgits to select
the wavelength that minimizes the capacity lossalbhightpaths. RCL tries to
minimize the relative capacity loss based on MSré&hily, RCL offers the best
performance; however this scheme requires glob@rnmation and complex
computation. DRCL scheme based on RCL is moreiefiicin a distributed-
controlled network. In Rsv, a wavelength on a djetilink is reserved for a
traffic stream. Thr assigns a wavelength only & tiumber of idle wavelengths

on the link is'at or above a given threshold.

In this paper, we use FF _scheme because this scheantically has good

performance and does not need link-state informatio

2. Minimum Interference Path Routing Scheme

2.1. MW-MIPR Algorithm

As a solution of traffic control, the previously omosed Minimum
Interference Routing (MIR) algorithm with trafficngineering in a Multi-

Protocol Label Switching network [19-22] was invgated. The key idea of
16



MIR is to pick a path that does not interfere toacimwith potential future setup
requests between some source-destinations pairf20ln MW-MIPR (Multi
Wavelength — Minimum Interference Path Routing) wa®posed for an
extension of MIR. This method suggested an importale in enhancing the
resource utilization and in reducing the overall béocking probability of the
networks through efficiently utilizing wavelengthy taking into consideration
the potential future network’s congestion- states.aAresult, using the term, i.e.,
critical link [19], this algorithm chooses a liglgath that does minimize

interference for potential future setup requestawmiding congested links.

2.2. VS-MIPMR Algorithm

In the VS-based tree method, as the number of V&soncreases, the
overheads due to the resource reservations fors gaghween VS nodes also
increase, where the resources are needed to exchia@dnformation for each
sub-tree when the VS-based tree method consthethlticast trees among the
VS nodes. Moreover, many potential future multicestsion requests may make
the paths between VS nodes busy because they neditivea resource
reservations and use critical links so that thevaosts can waste redundant
wavelength numbers. So it needs a suitable stratedpllow efficient paths

between VS nodes that avoid the critical paths.

In [23], a new Multicast Routing and Wavelength i§asnent method

choosing a path that does not interfere too much potential future multicast

17



session reservation requests based on the VS-regpbach was proposed.
Choosing efficient paths considering the poterfiiire network’s congestion
states instead of the shortest path, the new #igovercomes the limitation of

the VS-based method and provides the efficientzatibn of wavelengths.

Figure 5 illustrates the VS-MIPMR (Virtual Sourcaded Minimum
Interference Path Multicast Routing) algorithmagisumes that a segment means
a path between VS nodes, and each segment muetvfelie wavelength
continuity constraint [7,16], because only VS nothkn have a wavelength

conversion capability.

External customer sites OVPN backbone network External customer sites

OVPNA
Customer Site
P ee™s

OVPNB e,
Customer Site '-_.CE',~ i
(IP) -

Customer Site =
(P —— Minimum hop segment

------- - Minimum Interference segment

Figure 5. lllustration of the VS-MIPMR algorithm DWDM-based OVPN
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There are two potential source-destinations paich &s (§ D;; and D)) and
(S, Dy and By). When S is chosen for the first multicast session in otdemake
a resource reservation for the path between &8 VS, the other multicast
session may share the same path having a minimynpdii but can lead to high
blocking probability by inefficiently using the masrce due to the traffic
concentration on that path. Thus, it is better dket$S that has a minimum
interference effect for other future multicast gmssequests, even though the path

is longer than S

19



II. Priority-based Minimum Interference Path

Multicast Routing (PMIPMR) Algorithm

Multicast scheme provides an efficient way of dissmting data from a
source to a group of destinations, so the multigasblem in the optical
networks has been studied for years and many eficmulticast routing
protocols have been developed [15,24,25]. Manyiegpbns such as television
broadcast, movie broadcasts from studios, videdetencing, live auctions,
interactice distance learning, and distributed game becoming increasingly
popular. These applicaions require point-to-muitipoconnections in the
networks. Among such applications, IPTV including Broadcasting, Video-on-
Demand (VOD), Network-based Personal Video Recofule¥R) and network-
based Time Shifting facilities, TV on demand or cbatip TV can be a good
example for the multicast service. Figure 6 represthe network providing the
IPTV service with USN(Ubiquitous Sensor Network)daoser terminal by
applying multicast service. In this section, a rmewting algorithm for choosing
an efficient path that avoids the congestion paths proposed and also the

multicast tree generation method using node pigaris described.
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Figure 6. lllustration of multicast service for prding IPTV service in OVPN

1. Multicast Tree Generation Concept

Multicast tree generation is based on the memblgraigorithm with Spawn-
from-VS Heuristic and Capability-Based-Priority Histic proposed in [13]. The
member-only algorithm has better performance thahero multicast tree
algorithms in [11]. It includes as many destinasi@s possible in a multicast tree.
If a destination is at an equal distance (numbdropis) to more than one node in
a tree, then it connects the destination to on¢hefnodes which is chosen

arbitrarily.
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1.1. Capability-based-Priority Heuristic

The network is assumed to have different capabldesionamely split,
wavelength conversion, drop-and-continue (DaC)\artdal-source (VS) nodes.
The nodes in the network are assigned some prisriged when a destination
needs to be included in the tree. VS nodes argyrasithe highest priority
followed by split-nodes, wc-nodes and DaC-nodeshm decreasing order of
priority. A VS node have both splitting and wavejénconversion capabilities. A
split-node has the capability of transmitting anoiming message on more than
one outgoing link, whereas DaC-nodes and wc-nodest@nsmit to only one
outgoing link. If a node is at an equal distanca &plit-node and to a DaC-node,

then the split-node is chosen for connecting th#eno

In figure 7, the benefit of using priority is desed. Consider a multicast
session with a source s and destination®ak. In Figure 7(a), the priorities of
the nodes are not considered. Node d1 and nedeeddirectly connected to
source node s. Node @ connected to node d1 using wavelength ®ince the
DaC capability of node;ds exhausted, node dequires a separate connection
from the source using wavelength;WNode d is connected to node..dThis
session requires a total number of six channelstandvavelengths per fibber.
In Figure 7(b), the priorities of the nodes aresidered. Node gis connected to
node d (split-node). Node gcan now be connected to node Einally, only five

wavelength channels and one wavelength is reqtoretthe session.
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O Split node
ldJ) [ DaC node

Figure 7. lllustration of the Capability-based-FitypHeuristic

1.2. Spawn-from-VS Heuristic

A VS node can act like source to spawn a new free. benefit of using VS
node to spawn a tree is. illustrated in Figure 8erghare two sessions having
source and destinations as &, @, and g, s, respectively. In figure 8(a), the
capability of VS (node) is not considered. Node © connected to the source s
using W), via nodet and noder. Since the capability of node t is exhausted, node
d; requires a separate connection using wavelengtfrofh the source;sNode
d; is connected to its sourcgwsa node sand noder for the second session. This
connection requires a new wavelength 8§ link(s,, v) carries three connections.
In figure 8(b), the capability of VS node is taketo consideration. Node, ds
connected to node v instead of nogeRsnally, only two wavelengths and two

wavelength channels are required(sinv).
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(a) (b)

Figure 8. lllustration of the Spawn-from-VS Heluidgst

1.3. Description of the tree generation algorithm

The aim of the multicast tree generation is to troics a multicast forest B(
D) for a given multicast sources with a set of dedionsD, so as to reduce the
number of wavelengths per fiber and number-of wength channels per
multicast forest. It is assumed that each nodeadlfessent capability such as VS
node, Split node, and DaC node. The tree generatlgarithm uses both
capability-based-priority and spawn-from-VS heugist It is based on the
member-only algorithm which tries to include as gndestinations as possible in
one multicast tree and destinations are includedaémulticast tree one at a time

(the closest member node first for the source node)
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o : VSnode

O : Split node
I:I : DaC node

Consideration of
priority and VS nodes

Number of wavelength channels: 20 Number of wavelength channels: 16
Number of wavelengths: 3 Number of wavelengths 2
(a) (b)
‘ource -tinations. ! /
Session 1 1 6, 9
Session 2 2 6,7,8,9, 10,11,12, 13, 14
(c)

Figure 9. lllustration of the multicast tree genieraalgorithm

Figure 9 illustrate the working of the multicastdrgeneration. Here, node 1 is
the source of a multicast session 1 and nodelisdurce of a multicast session
2. Nodes 2 through 12 are destinations. Node Bné,8 are VS nodes which
have both split and conversion capabilities anden8d 4, and 6 have split

capability. All other nodes are DaC nodes. It ttiesdd as many destinations as
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possible to the multicast tree. Figure 9(a) shdwesnhulticast tree generation by
member-only algorithm and figure 9(b) represents titee generation using
Capability-based-Priority and Spawn-from-VS heisgsand requested multicast

sessions are described in figure 9(c).

Firstly, nodes 6 and 9 are destinations of the inadt session 1. Nodes 3, 6
and 9 find their shortest paths to node 1 (1-29-Next, node 6 finds shortest
path to node 2 (2-3-6) for-multicast session 2. é\d@dis considered to node 3
because node 3 .is split node. Also, node 8 findsstmortest path to node 2
through node 5. Next, node 9 is considered. Ittiaraequal distance to both
nodes 6 and 7. In figure 9(a), node 7 is selectbirarily by member-only
algorithm. Node 10 cannot be connected to the ptesalticast tree. So node 10
find the shortest path to node 2 (2-3-7-10) byfedint wavelength. Node 11 is
connected to node 8 and node 12 to node 8. Node @8nnected to node 11.
Node 14 cannot be included. in the multicast trezabse node 11 does not have
spitting capability and its DaC capability has atlg been exhausted. Node 14
finds the shortest path to node 2. Finally, 20 yevgth channels are needed and
3 wavelengths are needed. However, node 9 is ctethdo node 6 with
Capability-based-Priority heuristic as shown irufig9(b). Since node 6 is a split
node and has higher priority than node 7. Thenenb@ can be connected to
node 3 by same wavelength. Also, node 14 is coaddct node 8 with Spawn-
from-VS heuristic. This is why node 14 is nearentale 8 than source node. The

link (8-11) has already been utilized to conneden@3. Hence, node 8 provides
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a connection to node 14 on a different wavelengite. path from node 8 to node
14 forms a new subtree rooted at node 8. So, waaam 4 wavelength channels

and 1 wavelength totally.

Before the description of the tree generation &lgor, we define some

notations commonly used in this algorithm as fokow

F(s,D) : multicast forest from source node(to the set of destination

nodesD)

D* : the set of members yet to be included

V : the set of nodes which are useful in expandiegttee
Z : the set oM/Snodes of multicast tree

X': the set oWSnodes in the network

Y : the set of split nodes. in'the network

T : the set of links which consist of the multicase

P(v,u) : the set of links which consist of the path froodev to nodeu in the

tree
dy, : distance from nodeto nodeu

M(V) : the number of children nodes that ned=an have

The process of the multicast tree generation im#tevork is as follows.
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Input: Request a generation of multicast tree from souncde to the set of

destination nodes.

Output: A multicast tree using Capability-based-Priofitguristic and Spawn-

from-VS Heuiristic.

Procedure;

Sep 1. Initialize F(s,D), D*, V, andZ, i.e.,F(sD) = &,D* =D,V =5,
andZ = @.

Sep 2. UpdateX, Y.

Sep 3. Initialize T, i.e., T = .

Sep 4. Generate a tree by TG.

Sep 5. Move the branches ifito F(s,D).

Sep 6. Establish the multicast forest or assign the wevgths.

a. If D* # @ then initializeV, i.e.,V = &, and add every node
z[7Z to V. Go to step 3 to construct another tree.

b. If D* = @ then assign the wavelengths to multicast forests
by using wavelength assignment algorithm.
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TG (Tree-Generation) Algorithm
(1) proceduretg;

(2) Dbegin

3 for each nodel//D* do

(4) begin

(5) choose a nodewhere node///V,

(6) for each nodel 7V \v do

@) begin

(8) if distanced,, >d,;, then

9) V=Vl

(20) elseif distanced,,=d,;, then

(12) execute TG-CR(v1);

(12) end;

(13) if distancedy, 2 dy, then

(14) add every linle £/P(v,u) to the multicast tre& by
TG-SVSP(vu));

(15) end;

(16) end;

Figure 10. Tree generation algorithm

TG-CP (TG-Capability-based-Priority) Algorithm
(1)  proceduretg-cp(nodev; nodevl);

(2) begin

3 if (nodevY) N (nodevl O X) then
4) nodev =vi,

(5) elseif (nodev O X) N (nodev O Y) then
(6) nodev = vi,

(7)  end;

Figure 11. Capability-based-Priority heuristic
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TG-SVS (TG-Spawn-from-V S nodes) Algorithm
procedure tg-svs(seP(v,u));
begin
for any nodex onP(v,u), wherex#u do
begin
M(X) = M(x)-1;
if M(x) = Othen
removenodex from V:
else move nodecto V,
if nodex/7X then
add node to Z;
end;
move nodei from D* to V;
if nodeu/7Xthen
add nodei to Z;
end;

Figure 12. Spawn-from-VS heuristic

2. PMIPMR Algorithm

In this sub-section, a multicast routing algoritbesed on VS-based approach
that chooses a minimum interference segment isogexp The algorithm
overcomes the limitation of VS-based approach [Mh capability-based-

Priority and Spawn-from-VS heuristics. And the pegd algorithm provides an

efficient use of wavelengths.
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Figure 13. lllustration of the PMIPMR Algorithm

We define that a segment means a path between W& rar a source node
and a VS node or a VS node and a destination rfatlkthe segment can be a
path between a source node and a destination had¢3S node is not existed in
the path. Each segment follows the wavelength goityi constraint [8] because

we assume VS nodes can only have a wavelength sioreapability.

The proposed algorithm is described in figure 13 path connected from a

node 2 to a node 7 is considered. If the path {2-Becomes a congestion
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segment due to the traffic concentration on theimim-hop segment and high
priority (node 3 is split node), then we find thigemnate segment, i.e., S2, S3.
Considering the residual wavelengths and nodeiprioontained in the segment
we can calculate the minimum segment weight witheotfuture connection
requests. For example, if S2 and S3 have the sawiElual number of
wavelengths, then S2 is selected due to the nadetpr(node 4). Sometimes an
alternate segment is longer than an original segniari it is better to take the
alternate segment that has minimum interferenexefor other future multicast
session requests. Before formulation of the algorjtwe define some notations

commonly used in this algorithm as follows:

G(N, L, W): Given network, wherdliis the set of nodes, is the set of links,
and W is the set of wavelengths per link. In this gragie number of

wavelengths per link is same for each link belogdolL.

P: Set of potential node pairs which consist of gnsent that can be required
a connection establishment by multicast sessionesqgn the future. L,

j) denote a generic element of this set.

(a, b): A node pair that consist of a segment requiredoanection

establishment by current multicast session request.

Si,: Pre-selected-th minimum hop segment connecting the path betveeen

(a,b)-pair. Here, superscriptdenotes segment index {h<3)
| : A congestion link which has the smallest waneth in segmentS}
S;: Minimum hop segment connecting the path betwegn apair.
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W(S}): Accumulated total weights foPl,
a.: The weight between(a,b)-pair.
Qj, : Awavelength assigned by the FF schemri@gjn

R(la): The number of currently available wavelengthsadink | between a

(a,b)-pair, wherd has the smallest wavelengths,[] L
77, : The set of links over the minimum hop segn@ht
7; - The set of links over the minimum hop segmie§;.
Fij: The number of available wavelengthssin

4: A Threshold value of available wavelengths 8f (30% of the total

wavelengths irf8}, ).

Ul : The rate of used wavelengths.

Here, 0y, statistically represents the weight fosegment according to the
degree of multicast session resource reservatipuests. Before describing the
process of choosing the minimum interference setimese define some

equations.

In the proposed routing algorithm, the number dilable wavelengths on a
bottleneck link that has the smallest wavelengththé segment is regarded as an
important factor to improve network performance terms of blocking
probability. So, we use a notatiod as a threshold value of the available
wavelengths on the segment. Based on notatipnwe define the critical
segment as given in equation (1).
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Ca i Rlyp) <A (1)

In this equation, the appropriate choice for thoédhvalue 4 is very
important for efficient wavelength utilization. 11 is chosen to be large, then
many pre-reserving wavelengths for future connectiequests can cause
wavelength waste. On the other hand,4f is set too small, then the potential
blocking probability for upcoming traffic may beghi. In this paper, we set the
threshold value4 within 30% of the total wavelength number on & lifhis
ratio is assumed by our simulation results regasdlef the number of

wavelengths per link.

For using priority of nodes we use a new notatiB}j as a priority weight in
equation (2). Her&(D;,) - means the number of Da@:s®n the segmer@;,
except a(a,b)-pair. Similarly, N(T;,) represents the number mi&inal nodes

on segmenlS,;‘b excepiab)-pair.
e = N0
®ON(T)
We can check the segment whether the segment carcbegestion segment

)

or not by equation (5).

Cs, (ab):{(7, N 7) # N (@3, OF;)
ad, ) 0P\ (a,b), n= (123) 3)

Equation (3) reflects whether each minimum hop segmpre-selected
between ga,b)-pair, i.e.,SeTb , interferes with potential futurerdands or not. If
the n-th minimum hop segmerﬁgb of (@,b)-pair shares some links with the
minimum hop segmerg; of a (i j)-pair and a assigned wavelend®j,  belongs

to the set of available wavelengthg over §; , then then-th minimum hop
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segment of 4a,b)-pair is the congestion segment for the minimum segment

of a(i,j)-pair.

We determine the weight of each segment fofigjipairs in the selP except
the current request setting up between (Hb)-pair as shown in equation (4).
Using this formula, we can calculate the weightath segment.

W(SL) = D ailuy (4)

0O(i,j)0P\(a,b)
Computing the weight for all segments is very diift in a wide area network

environment. So, we define more restricted segntiesud. other segments for
routing by using following equation (5). As shownthe equation (5), the value
of UL is restricted as follows: when timeth - minimum hop segmei®, of a
(a,b)-pair is the congestion segment for the minimum segment; of a (i j)-
pair, thenU is calculated. Otherwisé}; IS equal to 0. H&@&)) means the
total number of wavelengths on a link. Consequentynputing the interference
weight of the segment is simplified.

[if @i, ]):S; 0CS;(ab) ]

o= NOW) - R(3)
ab
N (W) (5)
[otherwise ]
uy=0
If the segment becomes a critical segment then amefiod the pre-selected

minimum hop segment. In PMIPMR algorithm we preesethree minimum hop
segments to reduce computation complexity. Next, cakeulate the priority
weight of each segment by equation (2). The prooésshoosing a minimum

interference segment can be explained by threescase
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Case 1. The number of the segments having minimum priority weight: 1

If the number of currently available wavelengthsaotink 1} (wherel has
the smallest wavelengths on the segment) of theneeg which has a
minimum Py , is bigger than the threshold valuaadilable wavelengths, i.e.,
R(I;,) > 4, then we can choose this segment for an altemati/ the
congestion segment. Otherwise, we can calculatsggment weights for three
pre-selected segments by equation (3). Once thghtveif each segment is
determined, traffic are routed between (a®)-pair along the segment with the
smallest weightW(S},), among the three pre-selected minimum hop segment
so that the current request does not interferentoch with potential future

demands.
Case 2. The number of the segments having minimum priority weight: 2

In this case, two segments have same minimum priaeight. If only one of
them is satisfied with the condition&(l3) 4, we can select that segment. If
both segments are pleased with the conditions;\eeean calculate the segment
weight of two segments by equation(3) and seleetsegment with minimum
weight. Otherwise, we should compute the segmeighigof three pre-selected

segments to choose a minimum interference segment.
Case 3. The number of the segments having minimum priority weight: 3

In this case, all pre-selected segments have saimétypweight. So we can
calculate the segment weights of three segmentslamuke the segment with the

smallest weight.
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IV. PMIPMR Algorithm with QoS Guar antee

The explosive increase of traffic volumes and teaé multimedia
applications with the rapid development in Intertegthnologies calls for OVPN
based on DWDM as high-speed transport network [@8le of the important
issues of future generation high-speed networkldsprovision of proper QoS
guarantees for a wide variety of multimedia mublicaervices such as voice
telephony, video conferencing, tele-immersive tueality, Internet games [27].
In this section, we introduce QoS classes to peacroper QoS services and
propose differentiated QoS PMIPMR with recoveryesobs for guaranteeing
CE-to-CE QoS in OVPN. In section 2, we describegbreric OVPN reference
architecture and we assume that external VPNs gatrdP packets (the same
destined packets at the CE nodes (Client Edga)jatke operations simple. And
IP packets in an electronic domain are converteitapsignal in an optical
domain (E-O conversion). So, we apply QoS PMIPMRoathm to the
architectural framework for QoS support and IP p#&€lare managed at CE the

CE nodes.

1. QoS Classes

A generic QoS classification by application types divided into six
differentiated service classes based on ITU-T (hat&onal Telecommunications

Union — Telecommunication Standardization Sect28)49].

In this sub-section, we provide three main appreado QoS evaluation in

order to provide with differentiated QoS. QoS reguients and constraints of
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each class is differentially applied to the OVPNdthon DWDM, the result can

be summarized as Table 3.

Table 3. Differentiated multicast QoS service model

Classfication | 5650 Class1 Class?2 Class3 Class4 Class5
Criteria
. , Low Loss Only
_Real-Time, Real-Time, Transaction : (Short Traditional
Jitter Sensitive, Jitter . Transaction . L
Applications High Sensitive Data, H|ghly Data Transactions, | Applications
PP . 2 Interactive " Bulk Data, of Default IP
Interaction Interactive (Signalling) Interactive Video Networks
(VoIP, VTC) | (VoIP, VTC) gnaiing .
Streaming)
IPTD 100 ms 400 ms 100 ms 400 ms 1s U
IPDV 50 ms 50.ms U U U U
IPLR 1*10-3 1*10-3 1*10-3 1*10-3 1*10-3 U
IPER 1*10-4 U
Separate
Node Separate Queue with Preferentjal Separate Queue, Drop | Long Queue, Queue
M echanism Servicing, Traffic Grooming Priority Drop Priority (Lowest
Priority)
. Less . Less
Network Rggtri] r?tr/?Dl?sign Constrained gg&?ﬁgﬁ; Constraine Any Any
Techniques g Routing/ g d Routing/ Route/Path Route/Path
ce . ance .
Distance Distance
Recovery 11 dedn_:ated 1:N sha}red 11 dedlgated 1:N shqred Restoration Restoratior
Scheme protection protection protection protection

in all cases. In this table “U” means “unspecifiaxt

An evaluation interval of 1 minute is suggestedIR¥D, IPDV, and IPLR and

unbounded”. IPTD means

IP packet transfer delay defined for all succesahd errored packet. IPDV is IP
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packet delay variation. The variations in IP packeinsfer delay are also
important. Streaming applications might use infaioraabout the total range of
IP delay variation to avoid buffer underflow ancediow. IPER means IP packet
error ratio. The ratio of total errored IP packetommes to the total of successful
IP packet transfer outcomes plus errored IP paglkttomes in a population of
interest. And IPLR is IP packet loss ratio. Theoraif total lost IP packets

outcomes to total transmitted IP packets in a mtjmn of interest.

Each dependable real-time connection consists®pomary and one or more
backup channels. On detection of a failure on thegry channel, one of its
backups is promoted to the new primary. Since &laé set up before a failure
of the primary, it can be activated immediatelythout the time-consuming and
channel re-establishment process. 1:1 dedicatadqgiian where a backup path
and wavelength is reserved at the time of connes@up for each working path,
and 1:N shared protection where one protection patired among several N
working paths. In table.3, class 0 and class 2 meedtrained routing/distance
and IPTD is 100ms. Therefore, 1:1 dedicated priotecis applied for the
recovery scheme. The path is selected by PMIPMRrighgn. If a failure is
occurred in a primary path then a backup path eanded for the new primary
path. Whereas class 1 and class 3 call for lesstr@ined routing/distance and
400ms for IPTD. The 1:N shared protection is emgtbfor recovery scheme. 1
backup path is shared with N primary paths which wuted by PMIPMR
algorithm. For class 4 and class 5, network teakaig any route/distance and 1s
for class 4 and “unspecified” for class 5. It im#ar to current Internet service.

And for recovery scheme, we provide restorationessh which provide a

39



recovery procedure after link failure is occurréd first, the path is chosen by
PMIPMR algorithm and a new path is routed by theppsed algorithm after the

failure occurrence.

2. Architectural framework for QoS support

An aim of the QoS architectural framework is set gd#neric network
mechanisms for controlling the network service oese to a service request,
which can be specific to a network element, ordignaling between network
elements, or for controlling and administering ficahcross a network. In this
sub-section, we utilize the framework of ITU-T R&c1291 [30] and apply the
proposed QoS MIPMR algorithm for QoS routing andgsstion avoidance. As
shown in figure 14, the framework consists of thp#anes. Control plane
contains mechanisms dealing with the pathways girowhich user traffic
travels. These mechanisms include admission coi@@ab routing, and resource
reservation. Data plane contains mechanisms deaiihgthe user traffic directly.
These mechanisms include buffer management, coogeatoidance, packet
marking, queuing and scheduling, traffic classtfwa, traffic policing, and
traffic shaping. Management plane contains mechanidealing with operation,
administration, management aspects of the netvwidrkse mechanisms include

Service Level Agreement (SLA), traffic restoratiometering and recording, and

policy.
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Control Plane

Management Plane

Admission QoS Resource
Control routing reservation
Policy
Data Plane
Traffic
Buffer Congestion Packet Queuing & restoration
M anagement avoidance marking scheduling
Traffic Traffic Traffic Servicelevel
shaping policing claasification agreement

Figure 14. Architectural framework for QoS support

2.1. Contral plane mechanisms

Admission control:

This mechanism controls the traffic to be admitietb the network. The

decision can depend on if adequate network ressameeavailable so that newly
admitted traffic does not overload the network aedrade service to ongoing
traffic. For a service provider, maximal trafficaaid be admitted while the same

level of QoS is maintained for-the existing trafif@mission control can also be

used to meet requirements for service reliabiltgdlability over a specified

period for the desired transaction types as negotin the SLA. Admission

control policies give preference to traffic streasheemed to be more critical by a

service provider under conditions of congestion.

QoSrouting:

QoS routing concerns the selection of a path gaiigfthe QoS requirements
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of a flow. Practical QoS routing schemes considainiy cases for a single QoS
metric such as bandwidth or delay or for dual QaSrizs such as cost-delay,
cost-bandwidth, and bandwidth-delay. To guaranidopmance on a selected
path, QoS routing needs to be used in conjunctiith Msource reservation to
reserve necessary network resources along the path. proposed MIPMR
algorithm with the requirements of QoS classes (QBBMR) is used for QoS

routing in the framework.

Resourcereservation:

This mechanism sets aside required network ressume demand for
delivering desired network performance. Whetherservation request is granted
is closely tied to admission control. All the calesiations for admission control
therefore apply. But in general a necessary camditbr granting a reservation
request is that the network has sufficient resauré@esource reservation is
typically done with. RSVP-TE+ (Resource ReSerVatliotocol with Traffic
Engineering extensions) [31] or CR-LDP+ (Constriased Routed Label

Distribution Protocol with extensions) [32]

2.2. Data plane mechanisms
Buffer management:

Queue or buffer management deals with which packetaiting transmission,
to store or drop. A common criterion for droppirackets is the queue reaching

the maximum size. Packets are dropped when theeqisefull. The order of
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packets drop depends on the drop disciplines sadiaildrop, front drop, and

random drop.

Congestion avoidance:

Congestion in a network occurs when the trafficegxts what the network can
handle because of lack of resources such as linkviidth and buffer space.
Congestion avoidance deals with more robust meamkeeping the load of the
network under its capacity such that it can opeaat@n acceptable performance
level, not experiencing congestion collapse. Ifgastion occurs, the proposed
QoS MIPMR algorithm finds an alternate path thagésioot interfere too much
for potential future traffics. So, utilization of awelengths and blocking

probability can be improved.

Queuing and scheduling:

This mechanism controls-which packets to select tfansmission on an
outgoing link. Incoming traffic is held in a quegirsystem, which is made of,

typically, multiple queues and a scheduler.

Packet marking:

Packets can be marked according to the specificcgeclasses that they will

receive in the network on a per-packet basis.
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Traffic classification:

This mechanism determines the aggregate to whiclpdlcket belongs and the

respective service level agreement.

Traffic policing:

Policing deals with the determination of whether traffic being presented is
on a hop-by-hop basis compliant with pre-negotiapedicies or contracts.
Typically non-conformant packets are dropped. Téreders may be notified of
the dropped packets and causes determined ane fobunpliance enforced by

SLAs.
Traffic shaping:

This mechanism deals with controlling the rate soldime of traffic entering
the network. The entity responsible for traffic gimg buffers non-conformant
packets until it brings the respective aggregatedmpliance with the traffic.

Shaping often needs to be performed between tles®gnd ingress nodes.

2.3. Management plane mechanisms

Service level agreement:

A Service level agreement (SLA) typically represehie agreement between a
customer and a provider of a service that specifies level of availability,

serviceability, performance, operation or otherilaites of the service. It may
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include aspects such as pricing that are of businature.

Traffic metering and recor ding:

The Metering concerns a monitoring for the temppraberties (e.g., rate) of
a traffic stream against the agreed traffic proflteinvolves observing traffic
characteristics at a given network point and ctitlgcand storing the traffic
information for analysis and further action. Depegdn the conformance level,
a meter can invoke necessary treatment (e.g., op@p shaping) for the packet

stream.

Traffic restoration:

Restoration is broadly defined as the mitigatirgpomse from a network under
conditions of failure. Network failures are divideéd two; node failure and
transport link failure. As in the case of admissaamtrol, certain traffic streams
related to critical services-may require highetaesion priority than others. A
service provider needs to plan for adequate leskelpared resources such that

QoS SLAs are in compliance under conditions oforagion.

Palicy:

Policies are a set of rules typically for administg, managing and controlling
access to network resources. They can be specifibet needs of the service

provider or reflect the agreement between the oustcand service provider,
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which may include reliability and availability reigegments over a period of time
and other QoS requirements. Service providersrogieiment mechanisms in the

control and data planes based on policies.
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V. Performance Evaluation

1. Network Model

Simulations are carried out to prove the efficientyhe proposed PMIPMR
algorithm. Test networks used in simulations ard~-iN& which have 14 nodes
and 20 links as illustrated in Figure 15. And weumse the connection requests
arrive randomly according to the Poisson procest) megative exponentially
distributed connection times with unit mean. Aladl, links in the network are
assumed to be bidirectional (one in each directaog have 8 wavelengths and

the traffic pattern is dynamic.

Figure 15. Test network models
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2. Analysis of Numerical Results

We carry out simulations in terms of blocking proitity, usage of

wavelengths required, usage of wavelength chameegisred.

Firstly, Figure 16 shows the simulation result bé tproposed PMIPMR
scheme. Here, the group size (GS) that determimesiimber of members to
construct a multicast session is 0.2 and 0.3 [IBE figure reveals that the
blocking probability of the proposed scheme is dyefierformance (improved
about 10%~15%) than previous VS-based scheme im dades of GS 0.2 and

0.3.

07

—— Proposed Scheme (GS:0.2)
oa | —&— VSbased(Gs0.2) | |
) —>— Proposed Scheme (GS:0.3)

—jl— VS-based (GS:0.3)

Blocking Probability

5 10 15 20 25 30 35 40
Number of Sessions

Figure 16. Blocking probability of the proposed timast RWA

We carried out simulation for network utilizatiohtbe proposed scheme. We

will compare the result of the proposed scheme Whbased method in respect
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of the utilization of wavelengths and wavelengtlammels, analyze the gain of
the number of wavelengths and the loss of the numbwavelength channels.
The gain and loss mean the differences of the nuwioeavelengths and of the
number of wavelength channels between the propeskdme and VS-based

method, respectively.

Figure 17 reveals that the proposed scheme outpesfihe VS-based method
due to the selection of the minimum interferencthgaln figure 18, therefore,
the proposed scheme can accomplish approximatéydits 26% improvements
of the number of wavelengths.in both cases of @Sa@d 0.3, respectively, in

comparison with those of the VS-based method.

—e— VS-based(GS:0.2)
—m— Proposed Scheme(GS:0.2)
—A— VS-based(GS:0.3)

—»— Proposed Scheme(GS:0.3

Average number of waveleng

Number of Sessions

Figure 17. The average number of wavelengths ipthposed multicast RWA
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—— Group Size:0.3
25 -——- - -

0t----- ) ®_

15 - NG

Wp-foo

Gain of wavelength numbers(

1 2 3 4 5 6 7 8 9
Number of sessions

Figure 18. The gain of the number of wavelengthténproposed multicast
RWA

Although the proposed scheme slightly needs morebeus of wavelength
channels than those of VS-based method due to ¢eud paths to avoid
congestion links shown in-figure 19, we can idgntifat the loss of the number
of wavelength channels does not exceed 8% in kehscof GS 0.2 and 0.3, as

shown in figure 20.
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80 || —®— Proposed Scheme(GS0}2) - - - - - - — - - — — — — — — — ]
—A— VS-based(GS0.3)

—*— Proposed Scheme(GS.0

Number of wavelength channels required

Number of Sessions

Figure 19. The number of wavelength channels irptbposed multicast RWA

—e— Group size:0.2

[ - Groupsizel0.3 - T T T T T T T g7 T —g——= -

Loss of wavelength channels(%)

Number of sessions

Figure 20. The loss of the number of wavelengtmobés in the proposed

multicast RWA
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VI. Conclusion

In this paper, a new routing algorithm, Prioritysbd Minimum Interference
Path Multicast Routing (PMIPMR) algorithm is propdsin DWDM-based
OVPN backbone network. The objective of the prodasgheme is to choose a
wavelength route that does minimize interferencadoordance with potential

future connection requests by avoiding congestgoheat.

Moreover, we analyzed the architectural framewark oS support with
QoS classes. And a QoS MIPMR is also proposed mbamation with QoS
constraints and a recovery strategy based on ffexatditiated QoS classes to

provide QoS guarantee for a wide variety of mustiGgoplications.

From the extensive simulation results, the propoB&tiPMR algorithm
achieved better performance than the existing mguilgorithms for the
blocking probability. Whereas we observed that tw®posed PMIPMR
algorithms slightly ‘need more numbers of wavelengtiannels due to the
detour paths to avoida congestion segment. Howexeexperienced that the
proposed schemes significantly improve the utiimatof the number of

wavelengths comparing with the previous methods.

As a future research, we will study about the adelitwavelength
assignment algorithm that can be considered dftes¢lection of the multicast
path. The FF algorithm that used in previous sclsehas a simple procedure
but we have a plan to study various wavelengthgaesent methods which

need a smaller number of wavelength conversion.
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