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A Study on Routing Algorithms for Ubiquitous SensorNetwork

Services Based on Broadband Convergence Networks

Chun-Jai Lee

Department of Telecommunication Engineering, The Graduate School,

Pukyong National University

Abstract

Over the past decade, the advances of communisatemhnologies and the
rapid spread of WWW (World Wide Web) have broughttloe exponential growth
of users using Internet and real-time multimediavises like IPTV (Internet
Protocol Television) and TPS (Triple Play Servig®y.the growth of users using
multimedia services, a lot of research activitiestrtansport converged various
services have continuously been performed. Spgciallour country, Broadband
convergence Network (BcN) has been studied by msanyice providers under the
support of government’s u-IT839 policy. ‘An IP/GMRb8sed control plane
combined with a wavelength-routed dense-waveledgtision (DWDM) optical
transport network is seen as a very promising aggbrdor the realization of a
future backbone of BcN.

To provide the Ubiquitous Sensor Network (USN) &ms (one of the most
important services in the u-IT839 policy) basedBuoN backbone network and
access networks for USN service manager, combitiiegdata that comes from
many sensor nodes into a set of meaningful infdomadnd sending them to the
sink node through an optimal route are considdredttucial issues to solve.

For surmounting these problems, this thesis pragpaseew routing algorithm



for reducing the power consumption of each sensalenin WSNs, combining
energy aware cluster head election technique whks @Directed Acyclic Graph)
concept in TORA (Temporally-Ordered Routing Algbnit).

And also this thesis suggests a multicast routlggrahm that utilizes DWDM
optical resource efficiently when the useful datthgred at the sink node is

transmitted to a USN service manager.
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I . Introduction

Over the past decade, the advances of communisatemhnologies and the
rapid spread of WWW (World Wide Web) have broughttloe exponential growth
of users using Internet and real-time multimediavises like IPTV (Internet

Protocol Television) and TPS (Triple Play Service).

Moreover our country has 13.8 million broadbandssubers in a population of
48 million people. Now it plans to build a natiomleilnternet access infrastructure
capable of speeds between 50M bps (bits per seeond) 00M bps by 2010. This
project is called the Broadband Convergence Netw@a&N). BCN will offer
telecommunications, broadcasting and Internet acdesn a wide variety of

devices.

BcN is the next generation convergence networkrifeioto use the quality
guaranteed broadband multimedia service condenstd telecommunications,
broadcasting, and Internet access at anytime ayplaae. In order to provide this
network, the next generation convergence networktrhe equipped with Dense
Wavelength-Division Multiplexing (DWDM) based transsion network, which
multiplex one fiber into various wavelengths to d¢enuch information. Whereas
on purpose to control for both optical and eledtraretworks, Generalized Multi-
Protocol Label Switching (GMPLS) has shown up aisd currently under
standardization at the Internet Engineering Taskcdo(IETF). Therefore
IP/GMPLS over DWDM is emerging as a dominant tedbgw for use in the next

generation convergence backbone network.



To provide the Ubiquitous Sensor Network (USN) &ms (one of the most
important services in the u-IT839 policy) basedBuoN backbone network and
access networks for USN service manager, combitiiegdata that comes from
many sensor nodes into a set of meaningful infdomadnd sending them to the
sink node through an optimal route are considdrecttucial issues to solve.

For surmounting these problems, we need to devetmugy efficient routing
algorithms to lengthen network lifetime in Wirele&ssnsor Networks (WSNs). And
also we have to implement optimal Routing and Wavgih Assignment (RWA)
schemes that utilize DWDM optical resource effitierwhen the useful data
gathered at the sink node is transmitted to a USN & manager. Moreover, the
multicast routing method supplies more efficieriugon than the previously used
unicast routing method .in the respect of bandwidthization in the next
generation convergence network because USN serareesommonly established
a point-to-multipoint connection.

To support multicast services at the WDM layer, ¢bacept of the light-tree was
introduced in [1], which is a point-to-multipoinktension of a lightpath (i.e., an all-
optical WDM channel). The key advantage of ligbetis that only one transmitter is
needed for transmission and-intermediate tree liclkws be shared by multiple
destinations. To support all-optical multicastiressions efficiently, some nodes in
DWDM networks need to have the light splitting daifity [2]. A node with splitting
capability can forward an incoming message to plaltbutput channels, and therefore
is multicast-capable (MC). An MC node, however, eigpensive to implement
throughout the whole networks, so the concept afsgpsplitting was first introduced
in [3]. With the sparse splitting capability, ordynall percentages of nodes in the
networks are MC, and the rest are Multicast Inclep@l). Ml nodes can forward an

input signal only to one of the output ports; tiilannot serve as a branching node of



a light-tree.

In order to provide the multicast services, sométicast routing algorithms were
proposed based on Source-based tree and Steieertoas. In Source-based tree, a
multicast tree was constructed to minimize the ab#tdividual paths from a source to
each destination [3]. In [4], Steiner-based muiticanethods were proposed to
minimize the total cost of the tree. However, thevipus researches had following
restrictions. In wide area networks, the destimatiof a session are distributed over the
globe, so the delay incurred in constructing thbktliree will be very high. Moreover,
the tree may need to be reconstructed, if a link apde fails. Therefore it needs to

have a simple procedure to add-and delete a nmatetlie existing multicast session.

To overcome these limitations, [5] proposed Virtidurce (VS)-based tree
generation method. Using a VS node that has bdittirgpand wavelength conversion
capabilities, a node can transmit an incoming ngessa any number of output links
on any wavelengths. In addition, the setup timeafdfS-based multicast tree is much
less compared to that of source-rooted multicest donstruction because each VS
node should make reservations for the paths toosuppEe multicast sessions prior to
the multicast service requests. But as the nunfbéBmodes increases, the overheads
due to the resource reservation for paths betwé&nddes also increase, especially in
the frequently used links, i.e., the critical links order to reduce the overheads in the
critical links that affect the network performanciéseeds a link-managing scheme

between VS nodes throughout the networks [6].

To surmount this problem, we propose a new MulstCRWA (MCRWA)
method choosing a link that does not interfere mmach with potential future

multicast session requests, called Virtual Soussed Minimum Interference Path



Multicast Routing (VS-MIPMR) [6-10]. Our work is $pired by the previously
proposed Minimum Interference Routing (MIR) alganit with traffic engineering in

a multi-protocol label switching (MPLS) network §8- Moreover, in [7] Multi-

Wavelength Minimum Interference Path Routing (MWRWR) was proposed for an
extension of MIR from the viewpoint of providing appropriate traffic-engineering
scheme through efficiently utilizing wavelengths taking into consideration the
potential future network’s congestion states. UsiW/-MIPR, this paper provides a
new MCRWA method for multicast services, which @éntly uses the wavelength

resources in comparison with VS-based tree geoeratethod.

In addition to the efficient control of DWDM-basedckbone network, external
networks must be equipped with approximate cormigdrithms according to their
applications. Especially, the USN service showgersolutions of what we want
to gain at anytime and anyplace, in which it is deory to reduce the battery
consumption of each sensor node in order to extemavhole network lifetime of

WSNSs.

WSNs have been envisioned to have a wide rangemications in military,
environment, health, home and other commercialsafgéa]. Recently, a lot of
research activities have recently been dedicata/$iNs including design issues
related to routing, MAC and collaborative data gatig mechanisms. Among
these design issues, energy efficiency is a keygudesbjective because it is
directly influencing the network lifetime in WSNS8herefore, many power saving
algorithms have been studied. Specially, severating techniques have been

designed for WSNs.
The routing techniques are classified into thre¢egaies based on the
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underlying network structure [12]: flat, locatioad®d, and hierarchical routing. In
flat routing, each node typically plays the sare emd sensor nodes collaborate to
perform the sensing task. In location-based routsegsor nodes are addressed by
means of their location and these sensor nodegtigresare exploited to route data
in the network. On the other hand, in hierarchizalting, nodes play different
roles in the network. Thus, hierarchical routingriainly two-layer routing where
one layer is used to select CHs and the other doting. However, most
hierarchical routing protocols have not taken intmsideration the routing but

rather data aggregation, channel allocation, arwhso

In [13], Heinzelman, et al. proposed Low Energy plilee Clustering Hierarchy
(LEACH) as a hierarchical clustering algorithm ffSNs. In LEACH, cluster
member nodes send information to their CH node. Bhtinodes compress data
arriving from cluster member nodes and then sendgngregated packet to the
remote base station (BS). LEACH randomly selecteva sensor nodes as CHs
with some predefined probability and rotates thierto evenly distribute the
energy load among the 'sensor nades in the netwbherefore, LEACH
accomplishes significant energy savings and praathg network lifetime over
fixed clustering and other conventional schemes.LEBACH has some problems,
such that a CH node uses up own energy while jtsptéarole of CH and cluster
member nodes away from the CH node consume muchk trarsmission energy

comparing to the nodes close to the CH node.

In order to reduce the transmission energy consumeduster member nodes
to send information to the CH node in LEACH, we gweed Data Aggregation
algorithm Using DAG rooted at the Cluster Head (D2¥4) algorithm [14].



DAUCH is one of the hierarchical routing protocdats WSNs, combining the
random CH selection technique in LEACH with Diret#&cyclic Graph (DAG) in

Temporally-Ordered Routing Algorithm (TORA) [15]. uP to the short
propagation distance between a sender and a receAUCH makes

improvements in the energy savings and the netvitekime compared with
LEACH. But, DAUCH has the same problem with LEACH the sense of the
energy exhaustion of CH because CH selection dfgorof DAUCH is identical

to that of LEACH.

This paper also proposes Energy aware DAUCH (EDAY@tdt ameliorates
the CH selection algorithm of DAUCH. EDAUCH perf@anCH selection by
considering residual energy level of a node thaheés ratio of a node’s current
energy to initial energy. In DAUCH, if a CH nodeedonot fill the role of CH
during the DATA transfer phase, cluster member sodeaste own energy on
useless transmission to their incapable CH node B&dcannot receive any
information from the incapable CH node. In order resolve the problem
mentioned above, in EDAUCH, if the residual endeyel of a node is less than a
defined value at that time, it cannot be selecte@ld. Hence, EDAUCH has better

energy efficiency than DAUCH.

The rest of the paper is organized as follow: ittiea Il, we review the state of
previous routing researches in WSNs and BcNs. Winalea new routing
algorithm for WSNs in section Ill, and define a nMCRWA algorithm for BcNs
in section IV. Experiment results showing effectsnew algorithms and our

conclusion are presented in section V and VI, retspey.



II. Background

1. Ubiquitous Sensor Network Services Based on ddyaad
Convergence Networks

USN is drawing a lot of attention as a method &alizing a ubiquitous society. It
collects environmental information to realize aietyr of functions, through a
countless number of compact wireless nodes thdbeated everywhere to form an
ad hoc arrangement, which does not require a comeation infrastructure. An
example for its application under consideratiofoigecasting the outbreak of forest

fires by monitoring the temperature of the hillsl dields.

USN is constructed by allowing an electronic tagjoh is attached to objects to
sense the surrounding environment. It managestinealinformation through a
network. The USN expands the information-orientediety from a strictly human

centered paradigm to one including objects.

The end result is a unified BcN and ultimately @duiious Network. In the early
phase, USN will be developed from individual idéadition of an RF tag. In the next
phase, the ability to sense its environmental sudting will be added into the tag. In
the final phase, ad hoc network among objectsilsdnd will control the other tags,

which are operating at a lower functionality[16].

USN technology is the combination of wired and \eise networks consisting of
an electronic tag, reader, middleware, and appicaplatform. Especially, the
technologies related with WSN and BcN are the bzfdi$SN services based on BcN.
Figure 1 presents point-to-point (P2P) and poiantdtipoint (P2MP) RWA
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problems of IP/IGMPLS over DWDM based BcN backboeéwvork and access

networks. The same figure shows the routing proldeWSN for USN services.

User User User

USN Task USN Task USN Task
Manager Node Manager Node Manager Node

|

BcN Backbone
(IPIGMPLS over DWDM)

WSl LUSN Task USN Task USN Task WSN
(Environmental monitoring) §n=deitede Baager Nook B (Human centric applicaitons)
User User User

Figure 1. Ubiquitous Sensor Network services baseBroadband
convergence Network

There are the numerous:USN services that utiliz2N\8§VSable 1 summarizes

applications and research institutions for USNisesf11, 17].



Table 1. Applications and research institutionsU&N services

Service Applications Research institution
Military * Enemy tracking University of Virginia, Ohio State
applications » Target classification University, Palo Alto Researgh
» Reconnaissance of opposing forces and terrain Center, University of Wisconsir-

* Monitoring friendly forces, equipment and ammuariti

+ Battle damage assessment

Madison

[

ty

* Nuclear, biological and chemical attack detecti@md
reconnaissance
Environmental | « Indoor: home automation, optimal control of theddor| SABER (Sensors and Building
monitoring environment, mitigation of fire and earthquake dgesa Engineering Research Center), U.
» Outdoor: forest fire detection, forecasting weatheenomena) Berkeley, Intel Research, Universi|
habitat monitoring, irrigation management, crop egament of Hawaii, North Carolina Stat
University
Industrial « Inventory control British Petroleum, Intel Research
applications  Detection of faulty parts Helsinki University of Technolog

Wearable motes

Monitoring the condition of pumps at gas stations

Shell Oil Co.

Human centric

applications

Telemonitoring of human physiological data

Human vision restoration

Tracking and monitoring doctors and patients

Tracking drug usage inside hospitals

Intel Research, UCLA, Wayne Stgte

University

Applications to

robotics

Detection of level sets of scalar fields (liketteermal or isobal
curves)

* Virtual keyboard

* Solution to the “coverage problem”

» Support the operation of a sensor network: susigithe energ
resources of the sensor network indefinitely, nembg and

configuring hardware, detecting sensor failures prapriate

deployment for connectivity among nodes

University of Southern Californig,

Intel Research, Deakin University,

C. Berkeley




2. Analysis of Previous Routing Techniques in Wissl Sensor
Networks

Due to recent technological advances, the manufagtof small and low-cost
sensors has become technically and economicalgiblea These sensors measure
ambient conditions on the environment surroundivent and then transform these
measurements into signals that can be processeddal some characteristics about
phenomena located in the area around these seAdarge number of these sensors
can be networked in many applications that requirattended operations, hence
producing a WSN. In fact, the applications of WSH guite numerous. For example,
WSNs have profound effects on military and civipligations such as target field
imaging, intrusion detection, weather monitoringcigity and tactical surveillance,
distributed computing, detecting ambient conditisash as temperature, movement,
sound, light, or the presence. of certain objeatseritory control, and disaster
management. Deployment of a sensor network .in tlaggeications can be in
random fashion (e.g., dropped from an airplane indisaster management
application) or manual (e.g., fire alarm sensorsairiacility or sensors planted
underground for precision agriculture). Creatingeéwork of these sensors can assist
rescuer operations by locating survivors, identiyirisky areas, and making the

rescue team more aware of the overall situatiendrsaster area.

Typically, WSNs contain hundreds or thousands es¢hsensor nodes, and these
sensors have the ability to communicate either gneach other or directly to an
external base station. One of the main design gufal¥/SNs is to carry out data

communication while trying to prolong the lifetin@ the network and prevent
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connectivity degradation by employing aggressivergyn management techniques.

Especially, the underlying network structure caayph significant role in the
operation of the routing protocol in WSNs. Therefathe routing techniques are
classified into three categories based on the lyidgmetwork structure [12]: flat,

location-based, and hierarchical routing.

In addition to the routing protocol, data aggrematalso plays one of critical

factors because the data on the field can be thee daformation. So data

aggregation can reduce the redundant data tras$awve the limited node energies.

Figure 2 presents-the routing techniques in WSNs.

l ’ Data aggregation schemes
\
[ \ \
’ Flat routing ‘ ’ Hierarchical routing ‘1 { Location-based routinl
* SPIN * LEACH * GAF ‘ ‘ ‘
« Directed diffusion + PEGASIS * GPSR ‘ CNS ‘ ‘ SPT ‘ ‘ GIT ‘
* Rumor routing « TEEN * GEAR
* MCFA * APTEEN * MFR
* GBR * MECN + DIR
* IDSQ, CADR * SOP * GEDIR
* COUGAR * Sensor aggregates * GOAFR
+ ACQUIRE routing - SPAN
* Energy-Aware Routing * Hierarchical power-
* Routing protocols aware routing
with random walks « TTDD

Figure 2. Routing techniques in WSNs

2.1 Routing Schemes
1) Flat Routing

Flat routing is that all nodes in the fields exaparihe information with each

11



other in the equal position. Due to the large nundbesuch nodes, it is not feasible
to assign a global identifier to each node. Thissateration has led to data-centric
routing, where the BS sends queries to certaironsgand waits for data from the
sensors located in the selected regions. Since idakeing requested through
queries, attribute-based naming is necessary twfggbe properties of data. Early
work on data centric routing (e.g., SPIN and deddliffusion [18]) were shown to

save energy through data negotiation and eliminatfaredundant data. These two
protocols motivated the design of many other pmitodhat follow a similar

concept. As shown'in figure 2, there are seveaalrfiuting methods in WSNs.

2) Hierarchical Routing

Flat Routing Method is efficient in the small-scaletworks because of its
simple routing construction procedure. But the datige scale of network is, the
much the quantity of routing information is. Anceth are long delays in sending
the routing information from'the remote sensor nadd in transferring data from
the remote source nodes. Therefore- it needs angoutethod in which all nodes

can waste the equivalent battery in order to guaeatie long lifetime.

Hierarchical routing method was proposed to resslweh a problem, in which
all nodes are partitioned into logical groups aadhelogical group has the head
node that control the data traffic in the correspog group. The creation of
clusters and assigning special tasks to CHs catlgreontribute to overall system

scalability, lifetime, and energy efficiency.

Hierarchical routing is an efficient way to lowemezgy consumption within a

12



cluster, performing data aggregation and fusioarider to decrease the number of

transmitted messages to the BS. Hierarchical rgusnmainly two-layer routing

where one layer is used to select cluster headshendther for routing. However,

most technigues in this category are not aboutrrgubut rather “who and when to

send or process/ aggregate” the information, cHaallweation, and so on, which

can be orthogonal to the multihop routing functiés.shown in figure 2, there are

several hierarchical routing methods in WSNSs.

Table 2 summarizes the comparisons of flat andargbical routing methods

according to the specific parameters.

Table 2. Comparisons of flat and hierarchical mgitinethods

Hierarchical Routing method

Flat Routing method

sleeping

Scheduling Reservation-based scheduling Contention-based slthed
Collision Collisions avoided Collision overhead present
Reduced duty cycle due to periodi¥ariable duty cycle bgontrolling sleep timg
Duty cycle

of nodes

Aggregation point

Data aggregation by cluster head

Node on multifhath aggregates
incoming data from neighbors

Complexity

Simple but non-optimal routing

Routing can be magémal but with and

added complexity

Synchronization

Requires global and local

synchronization

Links formed on the fly without

synchronization

Overhead of cluster formation

Routes formed only in regions that h3

always available

Overhead throughout the network data for transmission
Lower latency as multiple hops Latency in waking up intermediate nodes
Latency network formed by cluster heads and setting up the multipath

Energy dissipation

Energy dissipation is uniform

Energy dissipatiopeleds on traffic

patterns

Fairness

Guarantee

Not guarantee

13



3) Location-Based Routing

In this kind of routing, sensor nodes are addressecheans of their locations.
The distance between neighboring nodes can beatstinon the basis of incoming
signal strengths. Relative coordinates of neighmgpmodes can be obtained by
exchanging such information between neighbors [9-Alternatively, the
location of nodes may be available directly by camioating with a satellite using
GPS if nodes are equipped with a small low-poweSGeceiver [22]. To save
energy, some location-based schemes demand thed sbduld go to sleep if there
is no activity. More energy savings can be obtaibgdaving as many sleeping
nodes in the network as possible. The problem sigdéng sleep period schedules
for each node in a localized manner was addressgt?j 23]. As shown in figure

2, there are several location-based routing methoW@sSNs.

2.2 Data Aggregation Schemes
1) Data aggregation in sensor networks

Before starting the data aggregation techniques,siweuld investigate the
routing models [24] that are assumed to consist sihgle data sink attempting to
gather information from a number of data sourcéguré 3 is a simple illustration
of the difference between simple models of routsghemes that use data
aggregation (which we term Data-Centric (DC)), astiemes that do not (which
we term Address-Centric (AC)). They differ in theammer that the data is sent
from a source to a sink. In the AC routing, eachirse independently sends data

along the shortest path to the sink based on tite that the queries took (* end-

14



to-end routing”), whereas in the DC routing therses send data to the sink, but
routing nodes on the way look at the content ofdéie and perform some form of

aggregation and consolidation functions on the daganating at multiple sources.

Source 2 Source 2

2 2
Source 1 Source 1

(a) AC Routing (b) DC Routing

Figure 3. lllustration of AC routing Vs. DC routing

In ad hoc networks, a routing model follows the Adliting, so each source
sends its information separately to the sink like figure 3(a). In'sensor networks,
a routing model follows the -DC routing, so the d&tam the two sources are
aggregated at node A, and the combined data isfreantnode A to the sink like
the figure 3(b). Therefore in sensor networks, data aggregation technique is a
critical factor different from ad hoc networks tave the power consumptions of

the nodes in order to extend the sensor netwarkrhie.

In sensor networks, the data aggregation tree eahdught of as the reverse of a
multicast tree. So optimal data aggregation isr@mrmim Steiner tree on the network
graph. Instead of an optimal data aggregation,ogtibral data aggregations are
proposed to generate data aggregation trees #hairaed to diminish the transmission

power. The table 3 summarizes the properties asatlgantages of sub-optimal data
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aggregation methods.

The prevenient data aggregation methods [24] di@ezft to the model where a
single point in the unit square is defined as dwation of an “event”, and all nodes
within a distance S (called the sensing rangehiaf évent that are not sinks are
considered to be data sources (which we term Bvadius Model). In the model
where some nodes that are not sinks are randortdgted to be sources, e.g. a
temperature measurement and environment pollutetection (which we term
Random-Source Model), it needs appropriate stresedor an efficient data

aggregation.
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Table 3. Comparisons of the data aggregation method

Data aggregation methc

Properties

Disadvantages

o

ES

VI The optimal number of transmissions The NP-completeness of t
inimu . - .
. . required per datum for the DC protodgaminimum Steiner problem o
Optimal Steiner | . )
Tree is equal to the number of edges in thgraphs
minimum Steiner tree in the network.
GE The source that is nearest the sink actsThe more great the ga
e as the aggregation point. All othpbetween the aggregation point &
enter a . . .
(N ; sources send their data directly to thsources, the more the batter
eares )
source that then sends the aggregateshsumptions.
Source | . - ’
information on to the sink.
SBT Each source sends its information|to The shorter the overlappg
(Shortest the sink along the shortest path betwegraths when the shortest route|i
Sub-optima Paths the two. Where these paths overlap [fastablished from each source
Tree) different sources, they are combined| ihe sink, the more the batteri
form the aggregation tree. consumptions.
At the first step the tree consists [of It takes some time for thi
GIT - . .
only the shortest path between the sinédentical data to arrive to th
(Greedy . )
and the nearest source. At each step aféggregation point and to aggreg
Increment . h
| Tree) that the next source closest to the curyethie identical data from othg
al Tree

hte

tree is connected to the tree.

source nodes.

In LEACH, all of the nodes in the field can be tbeurce nodes in sensor

networks, so this model can be considered Randame€dVodel. The nodes in

LEACH organize themselves into local clusters, witle node acting as the cluster

head, which allocates the time slot to its clusteambers. All non-cluster head

nodes directly transmit their data to the clustead) while the cluster head node

receives data from all the cluster members, pedaignal processing functions on

the data (e.g., data aggregation), and transmiéstdahe remote BS (Base Station).

If the cluster heads were chosen a priori and fikedughout the system lifetime,

these nodes would quickly use up their limited gpdrecause being a cluster head

node is much more energy intensive than being achater head node. Thus
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LEACH incorporates randomized rotation of the hegtergy cluster head position
among the sensors to avoid draining the batteangfone sensor in the network.
In this way, the energy load of being a clusterdhissevenly distributed among the
nodes. But LEACH needs clustering formation ovedsebefore performing the

task, and the nodes which are away from the clustad consume much more
transmission batteries comparing to the nodes ¢tdee cluster head. So it needs

a strategy to eliminate the redundancy power coeSarhEACH.

2) Data aggregation in ad hoc networks

Most of the ad hoc networks are based on poinsintgcommunications, so the
data aggregation in ad hoc networks is not consgler critical issue except the
multipath routing. In some routing protocols sushsR [25], AODV [26], LMR
[27], TORA [15], and so on, multi-paths can be bsaed from the sources to the
destination. In that case the data aggregation mrperformed through the
overlapped paths en route. But it depends on eawgting technique, which is
implemented in ad hoc networks. Amongst the ‘muitipeouting techniques,
TORA builds a directed acyclic graph rooted atdbstination in ad hoc networks.

So using DAG all data in the field can be assemhtetie destination node.

3. Analysis of Previous Routing Techniques in Biuatt
convergence Networks

In Korea, u-IT839 strategy has been developed agidgbexecuted under

leadership of the Ministry of Information and Commiwation (MIC). U-IT839
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strategy defines key technologies - 8 servicesiftasgtructure, and 9 new growth
engines - to achieve economical and technical tiealgh in Korea. BcN is one
of the three infrastructures of u-IT839 strateggNBorovides the foundation of IT
industry where various types of future premium mew can be easily developed

and deployed.

Strategy of BcN is implementing the future netwdk converging different
types of services, i.e., converging wired and sl service, data and voice
service, and telecommunication and broadcasting.th&s Internet and optical
network technology advances, the IP over DWDM freentenvisioned as the most
promising solution for BcN. Especially, given thecieasing demand for high
bandwidth services, DWDM-based BcN has been redaaideaa favorable approach

for the future BcN.

One of the critical issues in DWDM-based BcN is RVWfoblem that is
embossed as very important and plays a key ralapnoving the global efficiency
for capacity utilization. In addition, many sendgcsuch.as USN, IPTV, and TPS
are becoming increasingly..popular. These serviepiire point-to-multipoint

connections among the nodes in the networks.

As a solution of such services, multicast providas efficient way of
disseminating data from a source to a group ofimk#ins, so the multicast
problem in the optical networks has been studigdy@&ars and many efficient

multicast routing protocols have been developed3P]8

In a wavelength-routed DWDM network, the network ged systems
communicate with one another via all-optical WDManhels, which are referred

to as lightpaths [32]. Given a set of connectiajquessts, the problem of setting up
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lightpaths by routing and assigning a wavelengthefach connection so that no
two lightpaths on a given link share the same wength is called RWA problem.

However, it is a combinational problem known toNife-complete because routing
and wavelength assignment problems are tightlyelintogether [33]. Since it was
more difficult to work out RWA as a coupled problethis problem has been
approximately divided into two sub-problems: rogtend wavelength assignment.
In previous studies, the routing scheme has bemynized as a more significant
factor on the performance of the solution of the RVWroblem than the

wavelength-assignment scheme [34,35]. Therefoxgrakrouting techniques have
been proposed as shown in Figure 4. In this seatierreview the state of previous

research work for routing techniques in DWDM netivor

Routing Techniues in BCN:I

[ [ [

Fixed Adaptive Fixed. A\temate‘l Sourle-rogted VS—rooted
Routing Routing Routing approach approach
VS-MIPMR
oo
Adaptive Least ‘ tree generation tree generation

MW-MIPR ‘

Shortest Cost Congestion
Path Routing Path Routing

Capability-based—
connections

Re-Route— Re-Route~

Member—
Only

Member—
First

to-Source to—Any

Figure 4. Routing techniques in BcN

3.1 Unicast Routing

In [34], there are basic approaches for the unimaging problem such as Fixed

Routing (FR), Fixed Alternate Routing (FAR), andriayic Routing (DR). FR as
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the most straightforward approach for routing anemtion always chooses the
same fixed route for a given source-destinatiom (& D). FAR is an approach
that sequentially considers an available path anzofiged multiple of routes and
selects one. But it is too hard to find an optimalite using static routing

approaches such as FR and FAR that determine tite wathout considering the
network’s status [36]. Compared to static routingtmods, DR approach is the
most efficient because a route is dynamically chdseconsidering the network’s
status at the time of connection request. This avgs network performance in
terms of blocking probability [36-38]. Among therdle routing approaches
represented above, the FAR and DR approaches camd@rprotection for a

connection by setting up a backup path for linkaode failures in the network.

3.2 Multicast Routing
1) Source-rooted approach

In Source-rooted approach,-a multicast tree istoacted with the source of a
session as the root of the tree. The objective iseg@her to minimize total cost of
the tree or to minimize individual cost of pathsvieen the source and destinations.
Depending on the objective there are two methoadenstruct a multicast tree (i.e.

Source-based tree and Steiner-based tree) [3-4].

In Source-based tree generation methods [3], teénd¢ions are added to the
multicast tree in the shortest path to the sourt& onulticast session. These
algorithms provide a computationally simple solntido the multicast tree

generation, but have some limitations. Table 4 sarimas the properties, merits
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and demerits of each multicast tree generation odeth the source-based tree

approach.

Table 4. Comparisons of source-based tree genenatdhods

Re-route-to-Source

Re-route-to-Any

Member-First

Properties

Each destination finds itsEach destination finds tH

reverse shortest path
heading for the source.

nearest node in the current ti
heading for the source.

eThe tree is constructed according to
elenk priorities, which was determingd
by whether or not the link is leading

destinations.

the

lto

Advantages

Shortest delay, and
simple implementation.

Moderate wavelength, chant]

resources, and delay require

eThe least number of wavelengths gnd

short delay.

Disadvantage:

It requires the largest amoy
of channel resources al
wavelength numbers.

nThe constructed tree may hg
hdome paths, which are not {

shortest paths.

vE€omputational complexity.
he

In Steiner-based tree [4], the destinations areddd the existing multicast tree

one at a time in such a way that the total cosit®@tree is minimized. To add a node

to the tree, it is required to find the minimum tcpath tree to all nodes in the tree.

This approach is computationally expensive. Herwyristics ‘are provided to

choose a node to which the present node can becd®an Table 5 summarizes the

properties, merits and demerits of each multicest generation method in the

Steiner-based tree approach.
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Table 5. Comparisons of steiner-based tree geonaratethods

Member-Only Capability-Based-Connection

It is similar to the Member-First Spawn-from-VS ility- Lt i
method. However, if some intermediafe heuristic Capability-based-priority heuristic
Properties | nodes are located in equal distance fioTo spawn a new | The nodes in the networks are assigned
the present node, the node is conneclatee, each VS nodg priorities depending on the wavelength
to one of them selected arbitrary. acts like a source. | conversion and splitting capabilities.

th

This approach needs less wavelength and channelroes|

It requires the least number of
q compared to the Member-Only method.

wavelengths and wavelength channel
resources among all four algorithms
(including this) already explained.

Advantages

Disadvantage Long delay, and computational complexity.

For a given multicast session, the methods ofdhece-rooted approach construct a
set of trees with an objective of either minimizthg total cost of the tree or minimizing
the individual cost of the path between the soarathe destinations. But the source-
rooted approach has to consider all intermediadesitinat were laid in the paths between
the source and the destination nodes in ordertablish efficient path constructions.
Therefore it has a long light tree setup time.ddiion to the long setup time, the light
tree needs to be reconstructed if the tree steudurhanged or a link fails. For such a

case, the Virtual Source-rooted approach was sigghes

2) Virtual Source-rooted approach

The algorithm based on this approach overcomedirttigations of the source-
rooted approach. In the VS-based method, some riodles networks are chosen as
VS nodes. Here VS nodes have splitting and wavtitetmnversion capabilities and
can transmit an incoming message to any number utfoing links on any

wavelengths. These VS nodes are interconnectedcim & way that a lightpath is
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established between every pair of VS nodes in dadezserve the resources, which
can be used to transmit the message and to excti@gruting information for each
multicast session request. These interconnectvdi@ong the VS nodes are used
when the multicast tree is constructed. Thus théticast routing works in two

phases, namely, a network-partitioning phase darekageneration phase [5][39].

In the network-partitioning phase, nodes that hiaigh degree of connectivity
are chosen as VS nodes in about 20% of the givevoniés nodes, and the given
physical networks are partitioned into severaloagibased on the vicinity of the
VS nodes. A VS node can transmit an incoming mesgagany number of
outgoing links. Therefore VS nodes act as a mudtisassion distribution point to
the set of partitioned nodes that are connectetthdm. Once the VS nodes are
identified, the paths between all VS nodes are aaeth Every VS node
establishes connections to all other VS nodes tlamdemaining partitioned nodes

in the networks grouped into sub-trees each wilrdiot as a VS node.

In the tree generation phase, given a source andeah of destinations of a
multicast session, the aim is.to generate a msttizee. This phase makes use of
the connectivity provided in the previous phase.ofder to provide multicast
services, the source of a multicast session eskaslia connection for the resource
reservation to a VS node with the least distanom fitself. Therefore, the source
can establish the connections to all destinati@nsguthe connectivity provided in
the previous phase. As a result, the setup timedtablishing the multicast session

becomes low.

Compared to the Source-rooted approach, this apprbas some advantages.

First of all, a source does not need to know altleeiiocation of the destinations,
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and there is a maximum of three light hop distafften a source to any
destinations. Hence, the fairness among destirstiisn achieved. And the
procedure of dynamic addition or deletion of mersbierthe group is simple in
comparison with the Source-rooted approach. Whettead/S-based tree method
has a critical default such like that as the numbiei/S nodes increases, the
overheads due to the resource reservation for petingeen VS nodes also increase.
Such overheads affect the network performancdgindétworks that the resources are

limited.
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III. EDAUCH Algorithm for Wireless Sensor

Netwroks

1. DAUCH

DAUCH is a hierarchical routing protocol that impes the cluster formation
algorithm of LEACH by applying DAG concept in TORAhhe operation of
DAUCH is divided-into several rounds and each rowodsists of five phases
logically: CH selection phase, DAG construction gaDATA transfer phase,
Downlink failure phase, DAG deconstruction phasél].[IMoreover, DATA
transfer phase consists of frames when all thessedied their data to the downlink
node or BS once during their allocated transmissitmt. Figure 5 shows the

operation of DAUCH.

----------- n pmmmmmmmmmmmmmsa 1 “DATA transfer | Hininiiiaiinieiinielainieliniels
i 'DAG constructioni | Downlink failure | ! DAG deconstruction |
1 1

frame

A
v

round

Figure 5. Time line showing the operation of DAUCH

During a round, DAUCH operates as follows. At firduring CH selection

phase, CHs are randomly selected as LEACH. And ¢laeh CH creates the DAG
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rooted at itself during DAG construction phase. iDgiDATA transfer phase, the
nodes that have more than one uplink node aggregetelata arrived from the
uplink nodes and then transmit them to the downlivdde. This manner is
continued until all data arrive at the CH. The QHseive and aggregate the data
from the adjacent neighboring node, and then trénsinem to BS. During
Downlink failure phase, reconnecting another naeltares the node’s downlink
lost. Finally, The CHs deconstruct the DAG rootédhemselves and inform their

cluster member of the end-of a current round dubdgs deconstruction phase.

Figure 6 illustrates the data transfer of DAUCH.

@® Cluster head

@  Cluster member

Down link

Figure 6. lllustration of the new data aggregatfgorithm

When the cluster is formed, LEACH establishes ptwrpoint connections

between a CH node and each cluster member nodée WHUCH constructs
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DAG centered at CH node. Thus, cluster member node&ACH directly send
data to their CH, while cluster member nodes in [@AUsend data to their
downlink node close to them. Therefore, DAUCH saesergy compared to
LEACH because the cluster member nodes far awany their CH node transmit
the data to a node in less distance than LEACHh& way of multi-hop
transmission. Moreover, the task effort of dataraggtion in the CH is distributed
to non-CH nodes because nodes in the overlappaesrperform data aggregation
before the whole data within a cluster get to the. Consequently, DAUCH

provides energy savings and prolongs the netwtetirtie compared to LEACH.

2. CH Selection Phase of EDAUCH

We propose EDAUCH that ameliorates the CH seledigorithm of DAUCH.
EDAUCH performs CH selection based on residual ggnézvel of a node that is
the ratio of a node’s current energy to initial igye The node’s residual energy
level Eesqua (1) at the beginning-of round r is set as follows:

Er&ddual(r) = EcurEmnt(r) (1)

init
wherer is the current rounds;;; is the node’s initial energy (corresponding to a
fully charged battery), anByex(r) is the node’s current energy at the beginning

of round r.

EDAUCH uses the average residual energy level lofiades to reflect node’s
residual energy level in CH selection algorithm. \dé&fine AREL(r) that is the

function about average residual energy level ofnalfles at current round In
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order to choose CHSs, each node sets the vald&iBE(r) and T(n) at round r as

follows:

-[rxE

dis;'pation] 2
- 2)

Einit
AREL(r) =

init

P

T(n) =4 P[r mod( 1/P)]

3)

where Egssipaiion 1S the constant value that is set as the quaafithe average
energy dissipation per round-of all nodes &rid the desired percentage to become
a CH. To compute the average residual energy lgfvall nodes, EDAUCH uses
equation (2). Each node has 1 as a valugR#L (r) at round 0. As the number of
round increases, a value AREL(r) decreases at a uniform ratio. At CH selection
phase of roundr, if Eeaa(r) of a node is less tha®REL(r), then the
corresponding node cannot become CH; otherwiseydtle decides whether or not
to become a CH for the current round using equd®nThe CH selection phase

of EDAUCH is shown in Figure 7.
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’ Noden starts CH selection phase at rour ‘

l

’ Set the average residual energy levaREL (r) ‘

Eresaa (1) < AREL (r)

Yes

A,

P

T = T med@/ Py

The node decides not to The node decides to
become a CH for the become a CH for the
current round current round

Figure 7. Flowchart of the CH selection phase fDABICH

3. Algorithm Calculating AREL(r) in EDAUCH

One of the most important thing in this algoritherhiowAREL(r) is calculated.
EDAUCH calculatesAREL(r) by using a distributed algorithm, where nodes make
autonomous decisions without any centralized cantnoEDAUCH, Egisspation IS
set as the value computed by off-line computatibtha network establishment
phase and each node compufdEL(r) by using equation (2) during each CH

selection phase.

To computeAREL(r), EDAUCH does not need to exchange the additional
information with other nodes but needs only adittbmputation load. For various

hardware, the ratio of the energy consumption tadsene bhit compared to
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computing single instruction is between 1500 to@#® Rockwell WINS nodes,
between 220 to 2900 for MEDUSAI nodes, and about 1400 for WINS NG 2.0
nodes [40]. Disregarding the details, it is cle&att communication is a
considerably more expensive undertaking than coatipmt Therefore, EDAUCH
has not much overhead over DAUCH because the endrggipation for

computation is a negligible quantity.

We set the reference network to comp®8fgpaion. The reference network
consists of 100 nodes randomly distributed acrqdaia area of 108 100 meters.
The BS is located at the position (50, 175). Tharatteristics of the network, the
communication energy parameters, and the energgdia aggregation are set as

those described in section 5.

In order to simply comput&gsspaion IN the reference network, we assume that
the reference network consists of five clusters eanch cluster is formed as Figure
8. In Figure 8, the inner and outer circles arelemnted to easily compute the
radio energy dissipation quantities based on tlstandte between each cluster
member and a CH. We set the radius of the inneleciod, the radius of the outer
circle to2d, and the distance between the CH node and BigstoWe assume that
the energy dissipation transmitting between theeadd the network follows the
free space model and the energy dissipation trdtisghfrom the CH nodes to BS
follows the multipath fading model because theadlise between the CH nodes and

BS is farther than the distance between the naddwinetwork.
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Radjus=2d

Radius=d  :

@ CH node

© Cluster member node

Figure 8. Cluster model of the reference network

The energy dissipation of the nodes in a clusteahefreference network during

a frame can be computed. The energy dissipatidimeobuter nodes is

1KE,, +ked°]. (4)

The energy dissipation of the inner nodes is
19KE, . +KE ] +8ke d” . (5)

The energy dissipation of a CH node is

O[KE yop + KEpa] + ke bigas” - (6)

The total energy dissipation of the nodes is
3KE,,, +19Ke 0% +28KE, + ke, 0gs - 7)

We assume that = 30m andd,.;zs = 125m; the total energy dissipation of the
nodes in a cluster during a frame is 9.63 mJ. Toerethe total energy dissipation
of all the nodes during a frant&.. is 48 mJ because the reference network

consists of five clusters. The duration of a frag. is set as follows:
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Tframe :|:k>(%+ D:|>< Nnode (8)

wherek is a k-bit messagd3 is a bandwidth of the channd, is the processing
delay, and\qg is the number of nodes. The valueTgf. is 0.405 seconds. And

the number of frames during a rouNgh is set as follows:

N ~ Tround (9)

frame
Tframe

whereT,qng IS the duration of a round. The valueNgf is approximately 49. And
the quantity of the average energy dissipatiorr@end of all node&isspaion IS Set

as follows:

xN

— EEfrEﬂTE
dissipation N

E e (10)

node

The value OfEgsipaion Of the reference network is 23.6 mJ. We show the

simulation results using this value in section 5.

In DAUCH, if CH node does not fill the role of CHiudng the DATA transfer
phase, cluster member nodes waste their own er@rgyseless transmission to
their incapable CH node and BS cannot receive slgtels from the incapable CH
node. However, EDAUCH eliminates the above casedijorming CH selection
based on residual energy level of a node. TherelEPAUCH has better energy
efficiency than DAUCH.
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IV. VS-MIPMR Algorithm in Broadband

Convergence Networks

1. MW-MIPR

In the VS-based method, it requires shortest ga¢hseen VS nodes because each
multicast session needs to reserve the resouncpatfts between VS nodes. Therefore
the blocking probability of potential future muist session requests increases due to the

frequently used shortest paths, especially thes figtiveen VS nodes.

In order to overcome such a limitation, it needdrategy to control the traffics of
paths between VS nodes. That is because the petivedm VS nodes should be
critical paths due to the shortest path selecbamake each multicast session request.
As a strategy, we can reduce the use of those gatiosing efficient paths, instead of
the shortest path; so decrease the utilization afelength number throughout the

networks.

As a solution of traffic control, we investigatetiet previously proposed
Minimum Interference Routing algorithm with traffiengineering in a Multi-
Protocol Label Switching network [6-9]. The keyadef MIR is to pick a path that
does not interfere too much with potential futuetup requests between some
source-destinations pairs. In [7], Multi-Wavelengthinimum Interference Path
Routing (MW-MIPR) was proposed for an extensioidiR. This method suggested
an important role in enhancing the resource utibpaand in reducing the overall

call blocking probability of the networks througti@ently utilizing wavelengths by
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taking into consideration the potential future natds congestion states. As a result,
using the term, i.e., critical link [6], this algihm chooses a light path that does
minimize interference for potential future setuguests by avoiding congested links.
We adopt the concept “critical link” to reduce tidization of the frequently used

paths in each path between every two VS nodes.

2. VS-MIPMR Definition and Notations

The illustrated reference architecture of BcN backb network in Figure 9
consists of the Provider Edge (PE) nodes (i.ercgonodes and destination nodes)
and the Provider Core (PC) nodes (i.e., VS noddsnaighboring nodes). In BcN
backbone network, the goal is to establish sevemahections, which provide a
variety of multicast services and need to make uresoreservations in order to
construct light trees of the corresponding multisasvices.

In the VS-based tree method, as the number of \d@simcreases, the overheads
due to the resource reservations for paths betW8emodes also increase, where the
resources are needed to exchange the informatioeafth sub-tree when the VS-
based tree method constructs the multicast treem@irthe VS nodes. Moreover,
many potential future multicast session requestg make the paths between VS
nodes busy because they need additive resouragatses and use critical links so
that the networks can waste redundant wavelengtibers. So it needs a suitable

strategy to follow efficient paths between VS notieg avoid the critical paths.
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Segment

———» Minimum hop segment
------- ¥ Minimum interference segment

Figure 9. lllustration of a new MCRWA algorithm DWDM-based BcN backbone
network

In this paper, we propose a new MCRWA method cimgpaipath that does not
interfere too much with potential future multicasssion reservation requests based
on the VS-rooted approach, called Virtual Sourcgsdaviinimum Interference Path
Multicast Routing (VS-MIPMR) [41]. Choosing effigie paths considering the
potential future network’'s congestion states instehthe shortest path, the new
algorithm overcomes the limitation of the VS-basedthod and provides the
efficient utilization of wavelengths.

Figure 9 illustrates the new algorithm. We assuna & segment means a path
between VS nodes, and each segment must followwéneslength continuity
constraint [34,42], because only VS node can haveaselength conversion

capability.

36



There are two potential source-destinations pairk as (S1, D1 and D2) and (S2,
D3 and D4). When S1 is chosen for the first muticgession in order to make a
resource reservation for the path between VS1 & the other multicast session
may share the same path having a minimum-hop pdthan lead to high blocking
probability by inefficiently using the resource doethe traffic concentration on that
path. Thus, it is better to take S2 that has amim interference effect for other
future multicast session requests, even thougtp#tie is longer than S1. Before
formulation of the new algorithm, we define soméations commonly used in this

algorithm as follows:

G(N, L, W): Given network, wheri is the set of nodeks,is the set of links, and/is
the set of wavelengths per link. In this graphrilmber of wavelengths per link is
same for each link belonginglio
 P: Set of potential PVS-SVS node pairs that can doplined a connection
establishment by multicast session request inutineef Let i, j) denote a generic
element of this set.

e C: Set of PVS-SVS node pairs required a connectitebleshment by current
multicast session request. Leetl)) denote a generic element of this €&t P)

* St Pre-selectechth minimum hop segment connecting the path betade;)-

pair. Here, superscriptdenotes segment indeX{m=<3)

*  7;': Setof links over the minimum hop segmeit.

F,": Set of wavelengths satisfying the wavelengthhaoity constraint overs'.
*  Q:Wavelength assigned by the FF scheme anfgfig
* a1 Weight between a,{)-pair.
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*  R(S]") : Accumulated total weights fog".

Among the notations,a; is a key parameter in VS-MIPMR. Here,
statistically presents the weight for a segmenttiog to the degree of multicast

session resource reservation requests betweerSimmiles.

3. Procedure of VS-MIPMR

Based on these notations, the link weights areméted as follows:

Csj (ab): {0 N 7)) = 4N QL OF; ), (11)
06, )P\ (ab), 1sm<3

[if S :SDOCS! (ab)N{(F -Q%) =g} ]
(OF; /avy)=1

[if S 2S5 OCS; (@) N{(F| -Q3) 2@ (12)
(OF; fovy) =1/2
[otherwise]

(@F!/ovI) =0

R(SD)= Y {ia” [(aFi;/av;;)} (13)
O(i,j)aprP\(a,b)

t=1

Equation (11) reflects whether each minimum hopresd, pre-selected between
a (@, b)-pair, i.e., S (1 =m=3), interferes with potential future demands or fot.

the mth minimum hop segmeng of a @, b)-pair shares some links with théh
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minimum hop segmen'sl‘j of a (, j)-pair and a assigned wavelength} over
S, belongs to the set of available wavelengthS over s, then themth
minimum hop segment of aa,(b)-pair is the congestion segment for thth
minimum hop segment of g |)-pair.

In Equation (12), letv] denote thenth minimum hop segmeng] with an
assigned wavelengtlQy by the FF scheme between a 0)-pair. And, let
oF; /ovy denote the interference weight to reflect the gearate of available
wavelengths F/ over thet-th. minimum hop segment of 4, (j)-pair, where
0, j)OP\(a,b), when the current multicast session betweea bB){pair is routed
along themth minimum hop segmens}; .

As shown in Equation (12), the value 0F; /av is allocated the differentiated
values as follows: when the-th minimum hop segmeng] of a @, b)-pair is the
congestion segment for theh minimum hop segmensfj of a {, j)-pair, and if
segments; can not be assigned any wavelength after waveletxff, is assigned
along S§, then gF/ /avy is equal to 1, els&dF, /ovg is equal to 1/2. In all
other casesgF /dvy  is equalto 0.

In network partitioning phase, VS-MIPMR algorithmegselects three minimum
hop segments between eachj)-pair, where (i, j)JP, to reduce computation
complexity. In tree generation phase, VS-MIPMR atgar computes the weight of
each segmenS} according to Equation (13), and then chooses (iienal route
with the smallest weightR(S}) among the three pre-selected minimum hop
segments between a, p)-pair so that the current request does not inetimo much

with potential future demands. Figure 10 illustsageich a procedure of VS-MIPMR.
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Network Partitioning Phase
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- Compute three minimum hop segments between ev¥i§-BVS node pair
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T

v

l Multicast session request l

»
v
Select onda, b)-pair (V/(a, b) £C)
Establish a connection between PVS nadand the source in its partition

Tree Generation Phas

v
l Selectm-th segment ofa, b)-pair S§ (m=1,1<m<3) l

T

l Select ondji, j)-pair (V(i,j) =P \ (a, b)) l
T

v#
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T
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ST OCS! (ab)?
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Is the calculation for all

Select

[(F))

anothelr
-pair
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Allocate wavelengthQ? along S} with minimum R(Sj) between da, b)-pair
Establish connections between SVS nddend destinations in its partition

Is the multicast session

request completed?

Does the other multicast

session request?

{ End of the procedure }

Figure 10. Procedure of VS-MIPMR
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V. Performance Evaluation

1. Performance Evalution for EDAUCH

1.1 Network and Radio Models
1) The Network Model and Architecture

We assume a sensor network model with the follovpraperties. First, a fixed
BS is located far away from.the sensor nodes. SEcalh sensor nodes in the
network are homogeneous, immobile, and energy rinsd with a uniform initial
energy allocation. Third, the nodes are equippdt mower control capabilities to
vary their transmitted power. Last, each node setiseenvironment at a fixed rate
and always has data to send to the BS.

The two elements in EDAUCH are the sensor nodesB&hdlhe BS serves as a
gateway to some other networks. It provides powedata processing, storage
center, and an access point to the sensor nodissrietwork. The sensor nodes are
geographically grouped into clusters and capablepefating in two basic modes:
CH mode, cluster member mode. In the cluster memmoete, when a node serves
as a cluster member node, the node performs setasikg, aggregates the sensed
data and the data arrived from uplink nodes, aadstnits them to the downlink
node. In CH mode, when a node serves as a CH tlogleyode gathers the data
from the adjacent neighboring nodes within its ®usperforms data aggregation,

and sends the data to the BS.
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We assume the characteristics of the network &swesl Each node is equipped
with an energy source whose total amount of enaappunts for 2J (Joule). The
bandwidth of the channel set to 1 Mbps, and thegssing delay is 2%s on the
transmitting side and receiving side. Every nodagamits a 500 bytes message.

The CH probabilityP is set to 0.05 and each round lasts for 20 seconds

2) The Radio Model

We assume a simple radio model [13] for the radi@¥vare energy dissipation
where the transmitter dissipates energy to rurrdde electronicsBr.qe) and the
power amplifier Ewamp), and the receiver dissipates energy to run tltkora
electronics Ercqec), @s shown in Figure 11. We use both the freees(lﬁqoower
loss) and the multipath fadingl‘(power lass) channel models depending on the
distance between the transmitter and the reced@ [.e., if the distance is less
than a threshold,, the free space (fs) model is used; otherwisenthkipath (mp)
fading model is used. The threshaldis cross-over distance for free space and
multipath fading model" [44]. Therefore, -the radinesgy dissipation of the

transmitter is set as follows:
ETX (k’ d) = ETx—dec (k) + ETx—amp (kr d)

| Ege Xk + & xkxd?, d<d, (1)
Ege XK+ &, xkxd?, d=d, .

elec

And the radio energy dissipation of the receivesaias follows:

Er (K) = Egp_aec (K) = B4 XK (2

whereEq is the electronics energyg,is a distance from a transmitter to a receiver,

andk is a k-bit message.
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The communication energy parameters and the erdergyata aggregatioBpa
are set as those of [1Hxe = 50nJ/bit, €= 10pJ/bit/m, &, = 0.0013pJ/bit/rh
and Ep, = 5nJ/bit/signal. Moreover, the cross-over distafiar free space and

multipath fading model is set as that of [4d]= 87m.

Transmitter d Receiver
<+—>
Er.(k,d) Ers(k)
k bit packet k bit packet
| Transmit L Transmit Receive _
electronics amplifier electronics g
Eclec Xk EampXkxd" Eetee Xk

Figure 11. Radio energy dissipation model

1.2 Simulation Setup

We evaluate the performance of the proposed schémeimulations. The
network and radio models described above are us#teasimulation model for our
simulation. We conduct simulation with two testwetks shown in Figure 12.
Table 6 summarizes the characteristics of therntesstorks. In test network 2, the
node’s initial energyEy; is 6J because the value Bfsspaion Of test network 2 is

approximately three times the valueEkspaion Of test network 1.
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Table 6. Characteristics of test networks

Characteristic Test network 1 Test network 2
Nodes 100 100
Network size 100m<100m 200mx200m
BS location (50, 175) (100, 350)
Einit 2] 6J
Edisipation 23.6mJ 76.95mJ
200 L T i T T T T T
ol <, o WALN. A
6o TR -\ g
40F -« . e . '. . \ .-
" & A -
sof " - A 100" “ ) ’ ) ) ]
oo s * B BT AR
0 60 " T
:j OISR o . N .
0 20 ’ / B
o IR 0 VR S . " A
0() 1‘() 2‘() H‘() 4‘() 5‘() UL) TL) &2! S‘l) 100 O 20 10 60 80 100 12() 110 160 180 200
(a) Test network 1 (b) Testwmtk 2

Figure 12. 100-node random test networks for EDAUCH

1.3 Analysis of Numerical Results

First, we compare the proposed EDAUCH to LEACH 8#dJCH in respect of
the total number of nodes that remain alive overdimulation time. Fig. 13 shows
that EDAUCH is operational and remains alive ail tltodes for a longer time than

DAUCH and LEACH in both test networks. In test netlw 2, the nodes gradually
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exhaust their energy. This is because that tesvamnkt2 is sparser than test
network 1 and BS in test network 2 is located inrendistance than it in test
network 1.

The improvement gained through EDAUCH is furtheeraplified by the graphs
in Fig. 14. These plots clearly show that EDAUCHmMahates the case that CH
nodes use up their own energy while they play GHls.

Next we analyze the number of data signals receatethe BS for the three
routing protocols under consideration. Fig. 15aictspthat EDAUCH improves
approximately 48% and 18% comparing to the numlbelata signals received at
the BS in LEACH and DAUCH, respectively, in testtwerk 1. And Fig. 15b
shows that EDAUCH offers improvements in data aelvby factors of 45% and
16% over LEACH and DAUCH, respectively, in testwetk 2.

Finally, we evaluate the performance of EDAUCH, D@, and LEACH in
respect of the average energy dissipation per roeigd 16a shows that EDAUCH
improves approximately 11% and 3% comparing toaberage energy dissipation
per round in LEACH and DAUCH, respectively, in testtwork 1. And Fig. 16b
depicts that EDAUCH offers improvements in averageergy dissipation per
round by factors of 6% and 4% over LEACH and DAUGHEIspectively, in test
network 2.

These simulation results mean that EDAUCH is manergy efficient than
LEACH and DAUCH because EDAUCH eliminates the diasé CH nodes use up
their own energy while they play CH’s role by usiegergy aware CH selection
algorithm. Moreover, these simulation results shbhat EDAUCH works well in
both test networks. This means that EDAUCH is &lgtefor various network

environments irrespective of density.
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Figure 13. Analysis of the number of nodes aliverdime
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2. Performance Evaluation for VS-MIPMR

2.1 Network Model

Simulations are carried out to evaluate the peréoree of VS-MIPMR. The
network models used in the simulations are 14-remd 24-node topologies, as
shown in Figure 17, that are currently often used®/DM network models and
adopted in most of the papers related to DWDM netaicAnd we assume that the

multicast session requests arrive randomly accgridirthe Poisson process.
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/(é‘)/lz-node topology | B~

(b) 24-node topology

Figure 17. Test networks for VS-MIPMR
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2.2 Analysis of Numerical Results

We compare the proposed VS-MIPMR with VS-based opuktlfirom the
viewpoint of the utilization of the wavelength nuenb and the wavelength channel
numbers, and analyze the gain of the wavelengthbeusnand the loss of the
wavelength channel numbers. Here the gain means difierence of the
wavelength numbers between our algorithm and V@&dasethod, and the loss is
defined as the difference of the wavelength chamrmanbers between our
algorithm and VS-based method.

In order to prove the efficiency of VS-MIPMR algitmin proposed in section 4,
we showed the wavelength numbers and the wavelatgthnel numbers of VS-
MIPMR and the Virtual Source-based method; here Gneup Size (GS) that
determines the number of members to construct éigasi session is 0.3 and 0.4
[45]. The plots of wavelength numbers requiredathitest networks are illustrated
in Figure 18. These show that the proposed VS-MIP&Bhives wavelength
saving in comparison with VS-based method becatisselecting the minimum
interference path with potential future multicasssion requests between VS-node
pair. Moreover, Figure 19 depicts more clearly bemefit of the proposed VS-
MIPMR over VS-based method. These graphs indich& the proposed VS-
MIPMR has more gain of wavelength numbers than ¥Sed method (improved
by about 16-25%) and also better performance imgelarnetwork (24-node
topology).

Figure 20 shows that VS-MIPMR needs slightly motember of wavelength
channels than that of the Virtual Source-based otettue to the detour paths to
avoid congestion links. However, we can identifgttthe loss of the wavelength

channel does not exceed 7% and 2% in the 14-node2d4mode topologies,
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respectively, as shown in Figure 21.
In conclusion, using VS-MIPMR we can construct thelticast trees more
efficiently than the VS-based method, even thoughexperience a bit of loss in

the wavelength channel numbers.
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Figure 18. The number of wavelengths over sessions
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VI. Conclusion

This paper proposed a new routing algorithm in WSidenbining the energy
aware cluster head election technique with DAG Whionstructs an efficient
cluster in DAUCH. The proposed algorithm outperfsrmAUCH by eliminating
the case that CH node exhausts its own energy vithildays a role of CH.
According to simulation results, EDAUCH improvese thumber of data signals
received at the BS, network lifetime, and averagergy dissipation per round
comparing with LEACH and DAUCH. These results meéhat EDAUCH has
better energy ‘efficiency than LEACH and DAUCH. Maver, we find that
EDAUCH works well in various network environmentsespective of density.
Therefore, EDAUCH provides an energy-efficient nogtscheme suitable for the
vast range of WSN applications.

In addition to the new routing algorithm in WSNse wlso proposed a new
MCRWA algorithm in. DWDM-based BcN. According to ogimulation results,
even though VS-MIPMR needs slightly more numbersvaielength channels
(e.g., 7% and 2% in 14-node and 24-node-topologi&spectively) due to the
detour paths to avoid congestion links, our alpanmitsignificantly improves the
utilization of wavelengths over sessions (approxatya24~25% in our network
topologies), comparing with the VS-based methodDWDM-based BcN. The
proposed multicast routing algorithm could be agaplio the GMPLS call control
protocol in DWDM-based OVPN.

To provide the USN services based on BcN backbeheark, we proposed the
energy efficient routing algorithm to lengthen netlw lifetime in WSNs and

MCRWA algorithm to efficiently utilize DWDM opticalesource in DWDM-based
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BcN.

As a future research, we have a plan to integrateiing algorithm for WSNs
and a RWA algorithm for USN services in the envinemt of BcN backbone and
access networks. Moreover, we will implement theusation environment for the

integrated framework and evaluation of the integgtatigorithms.
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