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Chapter 1

Introduction and Preliminaries

In 1994, Blum and Oettli [12] coined the terminology “Equilibrium Prob-
lem” for giving an unified formulation for optimization problem, saddle point
problem, variational inequality, Nash equilibrium in noncooperative games
and other problems related to equilibrium. Main theorems in nonlinear anal-
ysis [7, 8, 13, 14, 25, 26], for example, Brouwer fixed point theorem, Browder
fixed point theorem, Kakutani fixed point theorem, Ky Fan’s minimax in-
equality, Ky Fan’s section theorem and Knaster-Kuratowski-Mazurkiewicz
principle (KKM-Fan theorem), have supported mathematical tools for giv-

ing existence theorems for solutions of such equilibrium problems.

Most of decision making situations require a simultaneous considera-
tion of more than two objectives which are in conflict or trade-off [30, 51].
Such requirements had led to multiobjective (vector) optimization prob-
lems. Many authors have formulated and studied.vector equilibrium prob-
lems [1, 2, 3, 4, 5, 6, 11, 18,21, 24, 27, 28,29, 31, 35, 42, 43, 44, 45, 50, 56]
which are vector versions of the equilibrium problem and which contain sev-
eral kinds of vector variational inequalities and vector optimization problems

as special cases.

Multiobjective optimization problems consist of conflicting objective func-
tions and constraint sets and are to optimize the objective functions over the
constraint sets under some concepts of solutions, for example, properly effi-

cient solutions, efficient solutions and weakly efficient solutions.



Optimality criteria and duality theorems are very important topics in
investigating optimization problems. In 1961, Wolfe [60] formulated a dual
problem for a single objective optimization problem on the basis of the Kuhn-
Tucker necessary optimality conditions, which is now called the Wolfe dual

problem, and proved weak and strong duality theorems.

In 1981, Mond and Weir [47] gave another type dual problem for a single
objective optimization problem on the basis of the Kuhn-Tucker necessary
optimality condition, which is now called the Mond-Weir dual problem and
proved weak, strong and converse duality theorems. Until now, many authors
9, 10, 23, 33, 34, 36,37, 39, 40, 41, 46, 49, 57, 58,59, 61] have formulated
Wolfe type dual problems and Mond-Weir type dual problems for several

kinds of optimization problems and have studied duality theorems.

A nonlinear programming problem and its dual are said to be symmetric
if the dual of the dual is the original problem. Symmetric duality in nonlinear
programming in which the dual of the dual is the primal was first introduced
by Dorn [22]. Dantziget al. [19] formulated a pair of symmetric dual nonlin-
ear programs and established duality results for convex and concave functions
with non-negative orthant as the cone. Mond and Weir [48] presented two
pair of symmetric dual multiobjective programming problems for efficient
solutions and obtained symmetric duality results concerning pseudoconvex
and pseudoconcave functions. Chandra, Craven and Mond [16] formulated
a pair of symmetric dual fractional programming problems under suitable

convexity hypothesis.



In Dantzig [20], some equivalent relations between linear programming
duality and symmetric matrix game are given. In the finite dimensional set-
ting, Chandra, Craven and Mond [15] presented analogies of results from [20]
for a certain class of nonlinear programming problems. And also Chandra,
Mond and Prasad [17] studied some equivalent relations between continu-
ous linear programs and continuous matrix games. Recently, many authors
[15, 38, 52] have studied equivalent relations between optimization problems

and its related matrix games.

In this dissertation, we consider vector matrix games with more than two
skew symmetric matrices, which is an extension of the matrix game, define
six kinds of solutions for vector matrix games and give an example which
illustrate that such six kinds of solutions may be different. Using vector
optimization techniques, we characterize solutions of vector matrix game. In
particular, we calculate six kinds of solutions for vector matrix game with two
2 x 2 matrices. We formulate a dual problem for a linear vector optimization
problem, give a duality result for the dual problem and establish equivalent
relations between the dual problem and the corresponding vector matrix
game. We give a numerical example for showing such equivalent relations.
Furthermore, we obtain equivalent relations between the vector symmetric

dual problems and the corresponding vector matrix game .
This dissertation is organized as follows;

In Chapter 2, we consider relations between solutions of a vector equilib-
rium problem and prove the existence theorem for the problem, and then we

apply such results to vector saddle point problems and vector matrix games.



In Chapter 3, using vector optimization techniques, we characterize solu-
tions of vector matrix game. In particular, we calculate six kinds of solutions
for vector matrix game with two 2 x 2 matrices. Furthermore, we formulate
a dual problem for a linear vector optimization problem, give a weak duality
result for the dual problem and establish equivalent relations between the
dual problem and the corresponding vector matrix game. Moreover, we give

a numerical example for showing such equivalent relations.

In Chapter 4, we formulate vector symmetric dual problems and consider
vector matrix games corresponding to the problems. We obtain equivalent
relations between the vector matrix games and the vector symmetric dual

problems.

In Chapter 5, we give examples which shows that six kinds of solutions

of a vector matrix game may be different.

Now we give notations and preliminary results that will be used later.

The following definitions are-found in [53].

Definition 1.1. A subset P C R" is said to be a polyhedral set if there exist
a; € R", b; € R, i =1,---,ksuch that

P={z|alv<b,i=1,--- k},

where the symbol T denotes the transpose.



Definition 1.2. Let C' C R™. The indicator function dc(-) of C' is defined
by

0 if reC
dc(x) = ,
+00 if x & C.

Definition 1.3. Let H C R" be a closed and convex set. The normal cone

to H at T € H is defined as follows:

Ny(z) ={veR" : vI(z—2)<0 Vo€ H}.

Definition 1.4. Let f:R" — R U {+o0} be a convex function.

(1) The epigraph of f, epif, is defined by

epif ={(z,a0) eR"XR | f(z) < a}.

(2) The subdifferential of f at a € R™ is defined as a nonempty convex
set

Of(a) = {ueR"| f(x) — fla) 2 v’ (z4a) Vr € R"}.

An important special case in the theory of subgradients is the case where
f is the indicator of a non-empty convex set C'. By definition, if x € C, z* €
dd¢(x) if and only if 0 = 27 (2 — x) for every z € C, i.e., 2* is normal to C
at x. Thus if z € C, dd¢(x) is the same as the normal cone to C at z, N¢(x)

defined in Definition 1.3.



Chapter 2

Vector Equilibrium Problem

2.1. Introduction

In this section, we obtain relations between solutions of a vector equilib-
rium problem and the existence theorem for the problem, and then we apply

such results to vector saddle point problems and vector matrix games.

Now we consider the following convex vector optimization problem:

(VP) Minimize  f(z) :== (fi(x),- -, fp(2))

subject to x € S,

where f; : R" = R, ¢=1,.--,p, are convex functions and the constrained
set S is a closed convex subset of R”.
Solving (VP) means to find (properly, weakly) efficient solutions defined

as follows;

Definition 2.1.1. (1) A point Z € S is said to.be an efficient solution of
(VP) if for any = € S,

(fr(@) = f1(Z), -+, fpla) = fo(T)) & —RE N\ {0},

(2) A point € S is said to be a properly efficient solution of (VP) if
z € S is an efficient solution of (VP) and there exists a constant M > 0 such

that for each i = 1,--- ,p, we have

fi(z) = fi(x)
fi(z) = fi(z)

6
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for some j such that f;(x) > f;(Z) whenever z € S and f;(z) < fi(Z).

(3) A point € S is said to be a weakly efficient solution of (VP) if for

any x € S,
(fi(@) = fi(@), -, fplo) = f(2)) & —intRE,

where intR”_ is the interior of RY.

The quantity % may be interpreted as the marginal trade-off for

objective functions f; and f; between z and Z. Geoffrion [30] considered the
concept of the proper efficiency to eliminate unbounded trade-off between

objective functionsof (VP).

Lemma 2.1.1 [7]. A point-T is a weakly efficient solution of (VP) if and
only if there exists \; 2 0, ¢ = 1,--- ;p, (A1, -+ ,\,) # 0 such that 7 is a

solution of the following scalar optimization problem:

p

Minimize Z Aifi(x)
i=1

subject to ~ xz.€8S.

Now we recall definition of the KKM multifunction and KKM-Fan theo-

rem [25] needed for the proofs of our existence theorems.

Definition 2.1.2. Let X be a vector space and K be a nonempty subset of

X. Then a multifunction G : K — 2% is called a KKM multifunction if for

each finite subset {x1, -+ ,2,} of K, co{x1, -+ ,x,} C UG(:@), where coA
i=1

is the convex hull of a subset A of X.



Theorem 2.1.1 (KKM-Fan Theorem). Let X be a Hausdorff topological

vector space, K be a nonempty subset of X and G : K — 2% be a KKM

multifunction. If all the sets G(x) are closed in X and if one is compact,

then ﬂ G(z) # 0.

rzeK

Now we formulate vector equilibrium problems:

Let K be a closed convex subset of R” and f: (K x K) x (K x K) — RP,
Let S, = {(z1,22,-+ ,2p) ER? | 2,20, i=1,--- ,pand >’ x; =1}.

Vector Equilibrium Problems:

(1) (scalarized equilibrium problem with respect to { € S,)

(SEP), Find (z,y) € K X K such that

Z&fi((a‘:,g), (2,w)) =20 V(z,w)e K x K.

(2) (vector equilibrium problem (VEP))
(VEP) Find (Z,y) € K x K such that
f((Z,9),(z,w) £0 V(zw) € K x K.
(3) (weak vector equilibrium problem (WVEP))

(WVEP) Find (Z,y) € K x K such that

f(z,9),(z,w) £0 V(z,w) € K x K.



We denote the solution sets of (SEP)¢, (VEP) and (WVEP) by sol(SEP),
sol(VEP) and sol(WVEP), respectively.

Now we formulate vector saddle point problems which are special cases

of vector equilibrium problems:

Let K be a convex subset of R" and L := (Ly,---,L,) : K x K — RP be

a vector-valued function.
Vector Saddle Point Problems:

(1) (scalarized saddle point problem with respect to ¢ € S))

(SSP), Find (z,y) € K x K such that

Y GLie, e Y GL(FP S Y LL(Ty) Yy e K x K.
i1 i=1 i1

(2) (vector saddle point problem (VSP))
(VSP) Find (z,y) € K x K such that
L(z,9) 24L(2,9) Z L(Ey) V(ry) € K x K.
(3) (weak vector saddle point problem (WVSP))
(WVSP) Find (z,7) € K x K such that

L(z,y) # L(z,y) # L(z,y) ¥Y(zr,y) € K x K.

We denote the solution sets of the above inequality problems by sol(SSP),,

sol(VSP), sol(WVSP), respectively.



o
Denote the relative interior of the set S, by S .

Throughout this paper, we will use the following conventions for vectors

in the Euclidean space R" for vectors x := (z1,- -+ ,x,) and y := (y1, -, Yn):
r<y ifand only if z; <y;, 1 =1,--- ,n;
r <y ifand only if x; <wy;, i =1,---,n;

x <y if and only if z; <y;, and x # y; and

x Ly is the negation of = <y.

Now we define the following vector matrix game as special cases of vector

saddle point problems:

Definition 2.1.3. Let B;, i = 1,--- ,p, be real n X n skew-symmetric

matrices.

(1) A point Z € S, is said to be a vector solution of vector matrix game
(B, By) if (2" Bz, - -+, 2 B,z) # (@' Bz, .-+ , 2" B,z) # (' Bz, -+ , 77 Byx)
for any = € 9,,.

(2) A point z €5, is-said to be a weakly vector solution of vector
matrix game (By, -, B,) if (" Biz, - 2" Byz) # (' B1Z, -+ ,z7 B,T) #
(z'Byz,- -+ ,z" Byz) for any x € S,,.

(3) A point (z,y) € S, xS, is said to be an efficient solution of vector
matrix game (B, -+, B,) if (z7B1g, -+ , 2" Bpy) # (Z' By, , T Byy) #

(z"Byy, -+, 2T Byy) for any z, y € S,,.
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(4) A point (z,y) € S, xS, is said to be a weakly efficient solution of vec-
tor matrix game (By, -+, By) if (7 By, -+, 2" B,y) # (z" B1y,- -,z Byy)

# (2T Byy,- -+ , 2 Byy) for any z, y € S,,.
(5) A point (z,y) € S, X S, is said to be a scalarizing solution of vector

matrix game (B, - - , B,) if there exists A € §p such that 27 (3°0_ |, \B;)y <

(P By < 2T (300 NiBi)y for any z, y € S,

(6) A point (z,y) € S, x S, is said to be a weakly scalarizing solu-
tion of vector matrix game (By,---,B,) if there exists A € S, such that

xT(Zle )‘iBz‘)g < fT(Z?ﬂ )‘iBz‘)g < fT(Zf:l )‘iBi)y for any z, y € S,,.

We denote the set of all the vector solutions, the set of all the weakly
vector solutions, the set of all the efficient solutions, the set of all the weakly
efficient solutions, the set of all the scalarizing solutions and the set of
all the weakly scalarizing solutions for vector matrix game, by sol(VMG),
sol(WVMG), sol(EVMG); sol(WEVMG), sol(SVMG) and sol(WSVMG),

respectively.

2.2. Solution Sets of Vector Equilibrium Problem

Now we give existence theorems for (SEP), in compact settings.

Theorem 2.2.1. Let K be a convex and compact subset of R”. Let f : (K x
K)x (K x K) — R" be a continuous function. Assume that f((x,y), (z,y)) =
0 for any (z,y) € K x K. Then for any £ € S, (SEP), has a solution.

11



Proof. Let € € S,. Define a multifunction F : K x K — 25*K by for any

(z,w) € K x K,

F(z,w)={(z,y) € K x K | Y & fil(w,y), (z,w)) 2 0}.

=1

(1) We will prove that F' is a KKM multifunction.
Suppose that F' is not a KKM multifunction. Then there exists

{(x17y1>7 (x27y2>7 ) (xmyn>} C K X K such that

co{(x1, Y1), (2,Y2), -+, (Tn, Yn)} & UF(xi,yi)-

n
Thus, there exist o, ag, - , o, € R such that a; = 0, Zai =1 and
i=1

Zai(xiayi) € (UF(xZ,yZ))C

Since K is convex and {(z1,v1), (x2,%2), ** , (Tn,yn)} C K X K,

Zaz(:cz,yz) c K x K.

=1

12



n

Let (zo,wo) = Zai(xi,yi). Since (zo,wo) € F(xi,y:), ¢ = 1,2,--- ,n and

=1

(ZO’(,UO) c K X K’
p
> &G fi((@iny), (20,00)) <0, =12, n.
7=1

So, we have

0 = Z &3 (205 wo), (20, wo))

: Zgjfj(z ai (i, i), (20, wo))
20 O

This is impossible. Hence F' is a KKM multifunction.

(2) Let (z,w) € K x K. We will prove that F'(z,w) is compact. Let
{(zn,yn)} be a sequencein F(z,w) converging (xo,4p)- Since z, € K, y, € K

and K is compact, we may assume that (zo,yo) € K x K. Since

Zfifi((xn,yn), (z,w)) = 0 and f; is convex, Z&fﬁ((ﬂfo,yo), (z,w)) =2 0. Thus

i=1 i=1
(0,90) € F(z,w) and hence F(z,w) is closed. Since F(z,w) C K x K and

K is compact, F(z,w) is compact.

By KKM-Fan Theorem, ﬂ F(z,w) # 0. So, there exists (7,7) €

(zw)EK XK

13



K x K such that for any (z,w) € K x K, (Z,y) € F(z,w). Hence there exists

(7,7) € K x K such that Y & £:((%,9), (z,w)) 20 V(z,w) € K x K. O

=1

We can give relations among the solution sets for vector equilibrium prob-

lems as follows.

Theorem 2.2.2. The following relations hold:

|J s0l(SEP), C sol(VEP) C sol(WVEP) = | J sol(SEP),.

geé’,p £eSp

Proof. We want to prove that U sol(SEP), C sol(VEP).
fegp
Let (z,9) € U sol(SEP)g. Then there exist & >0, i =1,--- ,p and
§€§p

Zfz‘fi((f, ¥),(z,w)) =0, V(z,w)e K x K.

Assume to the contrary that (z,4) & sol(VEP). Then there exists (z*, w*) €
K x K such that

f((z,9), (=5, w")) 0.

Since & >0, i =1,--- ,p, we have

Zf’lf’l((i.a v), (2*,w")) < 0.

14



This is a contradiction. Thus (Z,y) € sol(VEP).
It is clear that sol(VEP) C sol(WVEP).

Now we will prove that sol( WVEP) = Jcg sol(SEP).. Let (z,9) €

SOl(WVEP) Then (i‘, g) € K x K and
f((i.7g>7 (Z,(,U)) 7f 0 V(Z,(,U) c K x K.

Since f((Z,9), (Z,y)) =0, (Z,y) is a weakly efficient solution of the following

vector optimization problem (WVP):

(WVP)  Minimize (f1((Z,9),(z,0)), -+ , p((Z,), (2,0)))

subject to (z,w) € K x K.

Since K is a convex and compact subset of R”, by Lemma 2.1.1, there exists
¢ € S, such that (z,y) € K x K is an optimal solution of the following

optimization problem (SEP).:

p
(SEP); " Minimize Y &fi((%9);(2,w))
=1
subject to  (z,w) € K x K.

Thus (7, ) € sol(SEP),.

Let (Z,9) € Uges, s0l(SEP),. Then there exists § =0, 77, & =1 and
p
> &fi((@.9), (zw) 20, Y(z,w) €K x K.
i=1

15



Assume to the contrary that (z,y) & sol(WVEP). Then there exists (2*,w*) €
K x K such that
f((z,9), (z",w")) <0.

Since & = 0, Z?:l & =1, we have
P
S 6 fi((7,9), (=07 <.
i=1

This is a contradiction. Thus (z,y) € sol(WVEP). O
From Theorems 2.2.1 and 2.2.2, we can obtain the following existence
theorems for (VEP) and (WVEP):

Theorem 2.2.3. Let K _be a convex and compact subset of R™. Let f :
(K x K) x (K x K) — R™ be a continuous function. Assume that for
any (z,y) € K x K, f((z,y),(z,y)) = 0. Then (VEP) and (WVEP) have

solutions.

Now we give relations among the solution sets of vector saddle point
problems and vector equilibrium problems and establish existence theorems

of the problems.

Theorem 2.2.4. The following are true:
(1) sol(SEP), = s0l(SSP), for £ € S,
(2) sol(VEP) C sol(VSP).
(3) sol(WVEP) C sol(WVSP).

(4) (VSP) and (WVSP) have solutions.

16



Proof. (1) Let € € S,. Let (7,9) € sol(SEP),. Then 77 ¢ [Li(a_:,w) -
Li(z,y)] 2 0 V(z,w) € K x K. Letting 2 = z, Y ! &Li(T,w) =
P &GLi(Z,y) Yw € K. Lettingw =g, Y 0 &Li(Z,9) =2 > 0 &Li(2,9) Vz €
K. Thus (z,y) € sol(SSP),. Hence sol(SEP), C sol(SSP),.
Let (z,7) € sol(SSP),. Then ™ & [Li(i",y) Lz g)| 20 V() e

K x K, ie, > &fi((®,79),(x,y) 20 V(z,y) € K x K. Thus (7,7) €
sol(SEP),. Hence sol(SSP), C sol(SEP),.

(2) Let (7,9) €s0l(VEP). Then f((z,9), (z,w)) = L(Z,w) — L(z,9) £
0 V(z,w) € K x K. Letting z = z, L(z,w) — L(Z,y) £ 0 Yw € K.
Letting w = g, L(Z,y) —L(z,y) £ 0 Y& € K. Thus L(z,y) £ L(Z,y) £
L(z,y) V(z,y) € K x K. Therefore (Z,y) € sol(VSP).

(3) We can prove the inclusion by method similar to one in (2).
(4) From Theorem 2.2.3, it is clear. O
We give relations among the solution sets of vector equilibrium problems

and vector saddle point problems and establish existence theorems of the

problems.

Let L : K x K — RP be a function and let K be a convex and compact

subset of R™. Then the following holds:

(1) | s0l(SSP), C sol(VSP) C sol(WVSP).
£ESp

17



(2) (VSP) and (WVSP) have solutions.

From Theorem 2.2.4, we can easily get the following theorem.

Theorem 2.2.5. Let B;, i = 1,--- ,p, be n X n skew symmetric matrices.

Then the following holds:
(1) sol(SVMG) C sol(EVMG) C sol(WEVMG).

(2) (EVMG) and (WEVMG) have solutions.

18



Chapter 3

Vector Matrix Game

3.1. Introduction

A vector matrix game, which is a vector version of the usual matrix game,

consists of skew symmetric matrices and vector ordering.

A matrix game is defined by B of m x n real matrix together with the

Cartesian product S, x S, of all n-dimensional probability vectors .S,, and all
m-dimensional probability vectors S,,, that is, S, = {z = (z1, - ,2,)T €

R"™ : €T; % O, Z?:l T;,= 1}

A point (z,y) in S, xS, is an equilibrium point of matrix game B if
"By < #'By< x'Byforallz € S, and ally € S,,,. When (7,7) € S, xSy,

is the equilibrium point, v := ¥ By is called the value of the game.

If n = m and B is skew symmetric, then (z,y) € S, X S, is an equilibrium
point of matrix game B if and only if Bx < 0 and By < 0. In this case,

x € 5, is called a solution of matrix game B if Bz < 0.

Consider the following linear programming problem (LP) together with

its dual (LD) as follows:
(LP) Minimize ¢Tz, subject to Az =b, =0,
(LD) Maximize by, subject to ATy < ¢, y =0,

where c € R",z € R",b € R™,y € R™ and A = [a;;] is a m x n real matrix.

19



Now consider the matrix game associated with the following (n + m +

1) x (n 4+ m + 1) skew symmetric matrix B:

0 AT —¢
B=| -4 0 b
=t 0

The following results due to Dantzig [20] are well known: Theorem 3.1.1
and 3.1.2 give complete equivalence between linear programming duality and

the matrix game B.

Theorem 3.1.1. Let z and § be optimal solutions to (LP) and (LD) respec-
tively. Let 2" =1/(1+> @ + >, 4;), @ = 2%, y* = 2*y. Then (z7,y*, z¥)

is a solution of the matrix game B.

Theorem 3.1.2. Let (z*, y*, z*) be a solution of the matrix game B with
z* > 0. Let ¥; = x}/2*, 5 =y; /2. Then ¥ and j are optimal solutions to

(LP) and (LD) respectively.

Many authors [15, 17, 52] have extended Theorems 3.1.1 and 3.1.2 to

several kinds of (scalar) optimization problems.

In this section, we characterize solutions of vector matrix game, which
was defined Definition 2.1.3. In particular, we calculate six kinds of solutions
for vector matrix game with two 2 x 2 matrices. Furthermore, we formulate
a dual problem for a linear vector optimization problem, give a weak duality

result for the dual problem and establish equivalent relations between the

20



dual problem and the corresponding vector matrix game. Moreover, we give

a numerical example for showing such equivalent relations.

3.2. Characterizing Solutions of Vector Matrix Game

Consider a linear vector optimization problem:
(LVP) Minimize (c{w,---,c )
subject to z € X,

where X = {zr e R" | Az 2 b, x 20}, ; € R*, i=1,---,p, b€ R™ and

A = [ai;] is a m X n real matrix.

Definition 3.2.1. A point z € X is said to be an efficient solution for (LVP)

if there exists no other feasible point # € X such that (clx,--- ,ch) <
(z,--- ¢ x).

Now we give well-known propositions which are needed in proving the

following lemmas.

Proposition 3.2.1 [32]. Every efficient solution of (LVP) is properly effi-

cient.

By Proposition 3.2.1 and results in [30], we have the following proposition.

Proposition 3.2.2 [7]. A point = € X is an efficient solution of (LVP) if

and only if there exists A € §p such that z is a solution of the following
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scalar optimization problem:

p
Minimize Z )\iciT:c

i=1
subject to = € X.

Proposition 3.2.3 [7]. A point Z € X is a weakly efficient solution of (LVP)
if and only if there exists A € §, such that z is a solution of the following

scalar optimization problem:

b
Minimize Z )\iciTx

i=1
subject to = w € X.

Using Propositions 3.2.2 and 3.2.3, we can give the following lemmas
involving characterizations of vector solution and weakly vector solution of

vector matrix game.

Lemma 3.2.1. Let B;, ©. =1, .- ,p ben X n skew symmetric matrices.

Then y € S, is a vector solution of vector matrix game (By,--- , B,) if and

only if there exists £ € §p such that (37 &B;)y < 0.

Proof. A point y € S, is a vector solution of vector matrix game

(Bh T 7Bp)'

<~ (y"B1y, - ,y"Byy) # 0,Yy € S,.
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<= A point § € 5,, is an efficient solution of the following linear vector

optimization problem:

Maximize (yTBlﬂ, e 7yTBp§)

subject to y € S,.

<= (by Proposition 3.2.2) there exists £ € §p such that ¢ is optimal

for the following linear scalar optimization:

p
Maximize yT(Z & B

subject to y € S,.

<= there exists § € §p such that Yy € S,,,y" (>0, &Bi)y <0

<= there exists ¢ € §p such that (37, &B)y <0 O

Using Proposition 3.2.3 and following the proof of Lemma 3.2.1, we can

obtain the following lemma.

Lemma 3.2.2. Let B;, ¢ = 1,--- ,p be a n X n skew symmetric matrices.

By)

Then g € S, is a weakly vector solution of vector matrix game (By,--- ,

if and only if there exists £ € §, such that (37, &B;)y < 0.

Using the skew-symmetry of the matrices B;’s, we can easily obtain the
following lemmas showing characterizations of a scalarizing solution and a

weakly scalarizing solution of the vector matrix game.
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Lemma 3.2.3. Let B;, ¢ = 1,--- ,p be n X n skew symmetric matri-

ces. Then (z,y) € S, x S, is a scalarizing solution of vector matrix game

(B1,---,B,) if and only if there exists £ € §p such that (37 &B;)y < 0
and (Zle fZBZ)i' § 0.

Proof. (=) Let (z,y) € S, x Sy, be a scalarizing solution of vector matrix

game (By,---, B,). Then there exists £ € §p such that

xT(Z szZ>g = fT(Z fz Zfz i (3'1>

for any x,y € S,. Replaying = by § and y by z in (3.1), 7 (O_1_, &Bi)y <

(O 6By < 2T (304 &By)T. Since Y P & B; is skew symmetric,

T (3P &B)T =y (X025 &Bi)y = 0. Therefore 7 (30, &B;)y = 0. From
(3.1), 2"(OZE&B))y < 0 for any @ € S, and z7 (3.0, &Bi)y = 0 for
any y € S,.  Thus for any z € R\ {0}, 27 (3°7_ &B;)y < 0 and hence
—(3i &Bi)y € R From (3.1), 0< 27 (327 §B)y = y' (301, &Bi)T =
yT (3oL, &Bi)T =y (307 &B:) (=) forany y € S,,. Thus (327, &Bi)(—7) €
R’ . Consequently, there exists § € 3 p such that (3°F &B;)y < 0 and

(>F ., &B)T <0.

(<) Suppose that there exists £ € §p such that (3°7_, &B;)z < 0 and

(>0, &Bi)y <0. Then for any y € S,,, 2" (30 &By)y = y" (34, &Bi)T =
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—yT(3°F_ &B;)T = 0. Hence for any y € S,,,

p
2'() _&B)y = 0. (3.2)
=1
Clearly, for any = € S,
p
") _&B)y<0. (3.3)
=1

From (3.2) and (3.3), 27 (3_7_, &B;)y = 0. Therefore it follows from (3.2) and

(3.3), a7 (3T, &B)y = 2t (0, &B)y = 2 (307, &Bi)y for any z, y €
Sn. Thus (z,y) is a scalarizing solution of the vector matrix game B;, i =

1’...’p. O

Lemma 3.2.4. Let B;; ¢ = 1,--- ,p be n X n skew symmetric matrices.
Then (z,y) € S, x S, is a weakly scalarizing solution of vector matrix game
(Bi,---, Bp) if and only if there exists £ € S, such that (37  &B;)y <0,
and ()"0, &B;)z < 0.

To characterize efficient-solution and weakly efficient solution of vector

matrix game, we consider the normal cone to a convex set.

Lemma 3.2.5 [54]. Let h : R” — R be a differentiable convex function,

and let H C R™ be a convex set. Then z € H is a solution to

inf h(Z)

rzeH

if and only if
0 € Vh(Z) + Nu(Z),
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where Vh(Z) is the gradient of h at Z.

Proposition 3.2.4 [53]. Let H = HiNH,, where H;, i = 1,2 are polyhedral

sets. If H; N Hy # 0, where H, is the relative interior of Hs, then for any
r € H,

Lemma 3.2.6. Let H = {x € R": Az = b} where A : R"” — R" is a linear
operator and b is a vector in R™. At any z € H, we have Ny(z) = {ATy :
y e R™}.

Using Propositions 3.2.2 and 3.2.3 and Lemma 3.2.5, we can give the
following lemmas involving characterizations of an efficient solution and a

weakly efficient solution of vector matrix game.

Lemma 3.2.7. Let B;, 2 = 1,--- , p be nxn skew symmetric matrices. Then
(Z,9) € S, xSy is an efficient solution of vector matrix game (By, - - , B) if
and only if there exist A€ §p and p € §p such that (> | \;B;)y € Ng, (%)
and (327, piBi)T € N, (1)

Proof. A point (z,y) € S, x S, is an efficient solution of vector matrix
game B;, i =1,--- ,p.

— ((_Blg>Tx7 T (_Bpg>Tx> ﬁ ((_Blg>Ti.7 T (_Bpg>Ti.> for ay
r € S, and ((ij)Tya 7(BT£)Ty> ﬁ ((Bfi'>Tg7 7(Bgi.>Tg> for any

y € Sp.
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<= (by Proposition 3.2.2) there exists A € §p such that >°F | \j(=Big) Tz =
S Xi(=Biy)Tx for any x € S, and there exists p € §p such that
i ma(BIE) Ty =2 377 (Bl T)"y for any y € Sy
<= (by Lemma 3.2.5) there exists \ € §p such that (3°7_ \iBi)y €

N, () and there exists p € §p such that (=Y, ;B )T € Ng, (7).

<= there exists \ € §p such that (3°F_, A\iB;)y € Ns,(Z) and there

exists p € §p such that (3>°7 | u;B;)z € Ng, (7). 0

Lemma 3.2.8. Let B;, = = 1,--- ,p be an n X n skew symmetric ma-
trix. Then (z,y) € S, X S, is a weakly efficient solution of vector matrix

game (By,---, B,) if and only if there exist A € S, and u € S, such that

(i1 AiBi)y € Ns, () and (3, ;)@ € N, (¥).

3.3. Characterizations of Solutions of Vector Matrix Game

with Two 2 x 2 Matrices

In this section we characterize vector matrix game with two 2 x 2 matrices.

Let
0 a 0 b
Bl = and BQ = .
—a 0 -b 0

Then we calculate the set of all the vector solutions, the set of all the weakly

vector solutions, the set of all the efficient solutions, the set of all the weakly
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efficient solutions, the set of all the scalarizing solutions and the set of all the

weakly scalarizing solutions for vector matrix game with B; and B, matrices.

(1) A point Z € S, is a vector solution of vector matrix game (B, By) if
(e () (2 ) (5 ) (2))
e "))
(e ()5, ) (1)

<~ (—angl + aT1Z2, —bxoTy + bl‘lfg)
}_4 (O, O) ;\/é (—a:ﬁle == CL.’l—?l.’L’Q, —b.f'gl'l A b.f'll'g)
— (a.f'll’g — AT1Z2, bx1x9 — bl‘lfg) ﬁ (O, O)

< (51_711'2 — xlfg)(a, b) ﬁ (O, O)

Thus the vector solution set of vector matrix game (Bj, Bs) is as follows;

(i) if a > 0, b > 0; the solution set is {(1,0)}.

(ii) if @ = 0, b > 0; the solution set is {(1,0)}.
(iii) if @ > 0, b = 0; the solution set is {(1,0)}.
(iv) if a < 0, b < 0; the solution set is {(0,1)}.
(v)if a =0, b < 0; the solution set is {(0,1)}.
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(vi) if @ < 0, b = 0; the solution set is {(0,1)}.
(vii) if @ > 0, b < 0; the solution set is {(x,y) : (z,y) € S2}.
(viii) if @ < 0, b > 0; the solution set is {(z,y) : (x,y) € S2}.

(ix) if a = 0, b = 0; the solution set is {(x,y) : (x,y) € Sa}.

(2) A point T € Sy is a weakly vector solution of vector matrix game

(B1, By) if

0 a T 0 b T
_.— O a fl - O b .f'l
o | B Yo 1 - B 0 b T

< (=aZoT1 + ax1To, —bTaZy+ bx1Ts)

# (0,0) #(=aZazy + aZire, —bToxy + bT1x2)
<  (aT1xg — ax1T2, bT122 — br1Z2) £ (0,0)
> (T1mg — 1172)(a,b) £ (0,0)
Thus the weakly vector solution set of vector matrix game (Bj, Bs) is as
follows;

(i) if a > 0, b > 0; the solution set is {(1,0)}.
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(ii) if @ = 0, b > 0; the solution set is {(z,y) : (z,y) € Sa2}.
(iii) if @ > 0, b = 0; the solution set is {(z,y) : (z,y) € Sa}.
(iv) if a < 0, b < 0; the solution set is {(0,1)}.

(v) if a = 0, b < 0; the solution set is {(z,y) : (z,y) € Sa2}.
(vi) if a < 0, b = 0; the solution set is {(x,y) : (x,y) € Sa}.
(vii) if a > 0, b < 0; the solution set is {(x,y) : (z,y) € S2}.
(viii) if @ < 0, b > 0; the solution set is {(z,y) : (x,y) € S2}.

(ix) if @ = 0, b = 0; the solution set is {(z,y) : (x,y) € Sa}.

(3) A point (z,y) € Sz x Syis a scalarizing solution of vector matrix game

(B1, By) if there exists Ay > 0, Ag > 0, A\; + Ay = 1 such that
0 a 0 b M
(.%'1, .%'2) )\1 == )\2 .
—a 0 -b 0 gz
0 a 0.0 U
< (Z1,@2) [ A +As .
—a O —b O gg
0 a 0 b
< (Z1,%2) | M + X v
—a 0 —b 0 Yo

—  —(Ma+ Ab)zays + (A1a + Aab)x1ys < —(A1a + Aob)Toyy +

(A1a + Aob)T172 £ —(A1a + Aob)Zoyr + (Ma + Aab)ZT1y2
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PN { —(A1a + Aob)(x2y1 — 172 — oY1 + T192) < 0
<0

—()\10, + )\Qb) (.ngl — .Tlgg — f2y1 + .leg)

I

1)Y2)

1)Z2)

Kl

— { —(\ia + Aob) (w2 — T2)fis — (21 —

0
—(A1a+ A2b) ((y2 — 2)71 — (y1 — 0

Nl
[\

Thus the scalarizing solution set of vector matrix game (B, Bs) is as follows;

(i) if a > 0, b > 0; the solution set is {(1,0,1,0)}.

(ii) if @ = 0, b > 0; the solution set-is {(1,0,1,0)}.

(iii) if @ > 0, b= 0; the solution set is {(1,0,1,0)}.

(iv) if @ <0, b < 0; the solution set.is {(0,1,0,1)}.

(v) if @ = 0, b < 0; the solution set is {(0,1,0,1)}.

(vi) if @ <0, b = 0; the solution set is {(0, 1,0, 1)}.

(vii) if a > 0, b < 0; the solution set is {(1,0,1,0),(0,1,0,1)}.
(viii) if @ < 0, b > 0; the solution set is {(1,0,1,0), (0,1,0,1)}.

(ix) if a = 0, b = 0; the solution set is Sy X S5.

(4) A point (z,y) € Sz x Sy is a weakly scalarizing solution of vector

matrix game (Bj, Bs) if there exist A\; 20, Ay =0, A; + Ay = 1 such that
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0 a 0 b M
(1617552) A + Ao ?{1
—a 0 -b 0 o
0 a 0 b M
< (Z1,%2) | M + X u
—a 0 -b 0 gg

0 a 0 b
< (Z1,%2) | M + X u
—a 0 -b 0 Yo

< —(Ma+ Ab)zay + (Ara+ Aab)x1ys

< —()\10, + )\2[)).(1_723]1 g ()\1(1 + Azb)i‘lgg

< —()\1(1 I )\gb)fzyl == ()\1(1 + )\zb)flyg

" —()\10, aF )\zb) (l‘zgl — Z1Y2 — Ta2¥y1 + i’ﬂgz) <0
— (M@ + Aob) (T — T1Ys — Tayr + T1y2) £ 0

1)Y2)

1)T2)

Kl

o { S(a 4 Aab) (13 — o)y — (@ —

0
—(Ma4 Xb) ((yo— g2)71 — (11— 0

N
AN

Thus the weakly scalarizing solution set of vector matrix game (By, Bs) is as

follows;

(I) The case of Ay =1, Ao =0:
(i) if @ > 0; the solution set is {(1,0,1,0)}.

(ii) if a < 0; the solution set is {(0,1,0,1)}.
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(i) if @ = 0; the solution set is Sy X Ss.

(IT) The case of Ay =0, Ay = 1:
(i) if b > 0; the solution set is {(1,0,1,0)}.
(ii) if b < 0; the solution set is {(0,1,0,1)}.
(iii) if b = 0; the solution set is Sy X Ss.

(IIT) The case of Ay > 0, Ay > 0, A + A2 = 1: For the case, the solution sets

are same as (3).

(5) A point (Z,y) € Sy x S is an efficient solution of vector matrix game

(By, By) if

o 0 a
(o5

<~ (—al‘2§1 + ax1ya, —bl‘zgl + bl‘lgg)
¥ (—aZayi + a1y, —bTalh + bT1Y2)

}_4 (—af2y1 + aZ1ys, —bToyy + bi‘lyg)
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— { (—agi (T2 — ) + age(T1 — 1), —bj1(T2 — ) + bga(T1 — 1)) £ (0,0)
(—aZa(yr — th) + aZ1(y2 — G2), —bZa(y1 — G1) + bZ1(y2 — 32)) £ (0,0)

Thus the efficient solution set of vector matrix game (Bj, Bs) is as follows;

(i) if a > 0, b > 0; the solution set is {(1,0,1,0)}.
(ii) if @ = 0, b > 0; the solution set-is {(1,0,1,0)}.
(iii) if @ > 0, b= 0; the solution set is {(1,0,1,0)}.
(iv) if @ <0, b < 0; the solution set.is {(0,1,0,1)}.
(v) if @ = 0, b < 0; the solution set is {(0,1,0,1)}.
(vi) if @ <0, b = 0; the solution set is {(0, 1,0, 1)}.
(vii) if a > 0, b < 0; the solution set is Sy X Ss.
(viii) if @ < 0, b > 0; the solution set is Sy X.S5.

(ix) if a = 0, b = 0; the solution set is Sy X S5.

(6) A point (Z,7) € Sz x Sy is a weakly efficient solution of vector matrix

game (By, By) if
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0 a
()
o O a §1 o O b §1
A\ —aO) @z)’(xl’m) b 0) y))
a Y1 o 0 b Y1
_a0> y2>’(x1’x2) b 0) y2>>

=  (—azayi+ ax1Ye, —braly + br1y2) F (—aZoyr + aZ1Y2, —bTayr + bT172)

# | (Z1,T2)

# (—aZayy + aZyye, —bTayr + bT1ys)

— { (—ay1(Ta —@2) + aya2(T1 — @1), =bY1(T2 — 72) + bY2(T1 — 1)) £ (0,0)
1) + aZy (Yo =2); —bT2(y1 — 1) +bT1(y2 — ¥2)) £ (0,0)

|
Q
8
[\
—
<
=
|
Nl

Thus the weakly efficient solution set of veetor matrix game (Bj, Bs) is as

follows;
(i) if a > 0, b > 0; the solution set is {(1,0,1,0)}.
(ii) if @ = 0, b > 0; the solution set is Sa X Ss.
(iii) if @ > 0, b = 0; the solution set is Sy x Ss.

(iv) if a < 0, b < 0; the solution set is {(0,1,0,1)}.
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(v) if a = 0, b < 0; the solution set is Sy X Ss.
(vi) if @ < 0, b = 0; the solution set is Sy x Ss.
(vii) if @ > 0, b < 0; the solution set is Sy X Ss.
(viii) if @ < 0, b > 0; the solution set is Sy X Ss.

(ix) if @ = 0, b = 0; the solution set is Sy x Ss. O

3.4. Vector Duality

We formulate a dual problem for the linear vector optimization prob-
lem (LVP) in Section 3.2, and prove equivalent relations between the dual

problem and the corresponding vector matrix game.

The following is a dual problem for (LVP).
(LVD) Maximize (cju, -+ ,¢u)— A" (Au—b)e

p
subject to Zfici —ATX >0,

i=1

p
UT[Z &Cz‘ — AT)\] § O,
=1

where e = (1,1,--- ,1) € RP.
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Theorem 3.4.1 (Weak Duality). Let x and (u, A, §) be feasible solutions
to (LVP) and (LVD), respectively. Then

(cia, - ,cpx) & (cfu,-- ,clu) — N (Au—D)e.

Proof. Suppose that there exist feasible solution = and (u, A, §) such that
(cfw, - clx) <(cfu,---, cfu) = AT (Au —b)e. Since & >0, >0 &i(cfz —
clu) — ATh + M Au < 0. Since z is feasible to (LVP), so that

p
Z Ei(cfx — clu) = M Az + M\ TAu < 0. (3.4)
i=1

But z and (u, A, &) are feasible solutions te (LVP) and (LVD), respectively,

i
= (Z fzcz - ATA) T — <Z fzcz = AT)\) U
=1 i=1
= 0,
which contradicts (3.4). Hence the result holds. O

Theorem 3.4.2 (Strong Duality). Let Z be an efficient solution of (LVP).

Then there exist £ € §p and A € R} such that (z, ), €) is a feasible solution
to (LVD) and the objective values of (LVP) and (LVD) are equal. Moreover,

(z, )\, €) is an efficient solution of (LVD).
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Proof. Let T be an efficient solution of (LVP). By Kuhn-Tucker optimality

condition in [55], there exist £ € 3 » and A € R such that
le éz‘cz‘ — ATE\ % O,
7' [S0 & - ATA] =0,

M(Az —b) = 0.

Thus (z, A, €) is a feasible solution to (LVD) with ¢z = 7'z — AT(AZ — b)e.
By weak duality,
(A1 Z,- @) = N (AZ —b)e £ (c{u, -+ ,epu) = A" (Au — b)e,

for any feasible solution (u, A, &) of (LVD). Hence (7, )\, €) is an efficient so-
lution of (LVD). O

Now consider the vector matrix game associated with the following (m +

n+ 1) x (m+n+ 1) skew symmetric matrix B;,i =1,-+- /p:
0 AT —C;
Bi=] -A 0 b
' =T 0

1

Theorem 3.4.3. Let 7 and (Z, ), €) be feasible solutions to (LVP) and
(LVD), respectively, such that AT(AZ —b) = 0. Let z* = 1/(1 + >, 7; +
> Aj),r* = 27 and \* = z*X. Then (2*,\*,z*) is a vector solution of

vector matrix game (By,--- , Bp).
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Proof. Let (z,),€) be a feasible solution to (LVD). Then the following
holds:

p
Zéici —A"A =0, (3.5)
i=1
p — —
zT [Z Eic; — ATA} <0, (3.6)
i=1
Az > b, (3.7)
M (AZ —b) =0, (3.8)
X>0, %20, £€9,. (3.9)

Since z* > 0 by (3.9), from(3.5) and (3.7), we get:

E [ATS\ - ; EZCZ} <0, (3.10)
_ 2*(Az ~b) < 0. (3.11)

Now (3.6) and (3.8) give
[ S0 &m0 <A G - 2T ATy
— 7T [zg;l Eics — ATX} (3.12)

From (3.10), (3.11) and (3.12) we have the following form of inequality

» Z°T
<Z éBz) 22 | £0
=1 Z*
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By Lemma 3.2.1, (2*,\*,2*) is a vector solution of vector matrix game

(B, ,By). O
Theorem 3.4.4. Let (z*, \*, z*) with z* > 0 be a vector solution of vector
matrix game (By,- -+, B,). Let # = 2*/2* and A = A\*/2*. Then there exists
€€ §p such that (Z, A, €) is a feasible solution to (LVD) with AZ > b and
AT(AZ — b) = 0. Moreover 7 is an efficient solution of (LVP) and (z, A, §) is
an efficient solution of (LVD).

Proof. Let (x*, \*, z*)-with z* > 0 be a vector solution of vector matrix

game B;, i =1,-*-,p. Then by Lemma 3.2.1, there exists & € §p such that

*

T

p —
<Z @‘Bi) X[ =0
i=1 .
z
Thus we get:
p i
AN =D T & <0, (3.13)
i=1
— Ax™ +b2" L0, (3.14)
p —
> Gelar =N\ <0, (3.15)
i=1
¥ =0, A*>0, z* > 0. (3.16)

40



Dividing (3.13), (3.14) and (3.15) by z* > 0, we have

p
ATA=D) Gei <0, (3.17)
=1
—AT+b<0, (3.18)
p - -
» Gelz—v"A<0. (3.19)
=1
From (3.16),
=20, A>0 (3.20)
From (3.17) and (3.20),
i p —
N Az - > Ge < 0. (3.21)
=1

From (3.19) and (3.21), AT (Az — b) £ 0. Using (3.18) and (3.20), we obtain

M (Az — b) = 0. Tt implies that
AT (AT b)) &0, (3.22)

From (3.19) and (3.22), we receive J_JT[ P &ei—ATA| £ 0. Using (3.21), we

obtain 7T [Zle Eici — ATX} = 0. Therefore (z, ), €) is a feasible solution to
(LVD), with Tz = Tz —AT(AZ —b)e. Since (Z, A, ) is feasible for (LVD), by
weak duality, (¢{z, -+, clz) £ (c[z,--- ,clz)and (]2, T z) = NT(Az—

ble £ (cfu, -+, cfu)=\"(Au—b)e, for any feasible solution (u, X, §) of (LVD).
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Therefore Z is an efficient solution of (LVP) and (Z, A, £) is an efficient solution

of (LVD). O
Now we give an example verifying Theorems 3.4.3 and 3.4.4.

Example 3.4.1. Let ¢; = 1,¢ = —1,A = [-1] and b = —1 for 2 € R,.

Consider the following linear vector optimization problem:

(LVP) Minimize (clz,clr)
subject to Ax > b,

z =0.

Then z = 0 is an efficient solution of (LVP). Now we solve the Kuhn-Tucker

system with respect to .= 0 as follows:

Z?=1 fici — AT)\ g 0
MAD D) =0, A0, (&,6) € $3

S A=0.6 —620, (51,52)6‘%2

Therefore (z, A, §) = (0,0, 1, ) is a feasible solution for (LVD):

(LVD) Maximize  (z,—z)— AN—x + 1)e
subject to & —&+A=0,
r[6r — &+ A <0,
A0,
§=(&,6) € 5.
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Consider the matrix game associated with the following skew symmetric ma-

trix B;,i = 1,2.
0 -1 —1 0 -1 1

Bi=|l1 0 -1/, Bo=| 1 0 -1

1 1 0 -1 1 0

We can easily check that = 0 is a feasible solution for (LVP) and
(0,0,1,3) is feasible for (LVD) and A7(AZ —b) = 0. Let z* = 1. Then

x* = 0,\* = 0. By Theorem 3.4.3, (0,0, 1) is a vector solution of vector

matrix game (B, Bo).
We know that (0,0, 1) solves the vector matrix game (B, B2). Let 7 =

i—: =0,\ = ;\— — 0. By Theorem 3.4.4, there exists £ € §2 such that (z, ), €)
is a feasible solution for (LVD). Since the weak duality holds between (LVP)
and (LVD), by Theorem 3.4.4, & = 0 is an efficient solution for (LVP) and

(0,0, %, %) is an efficient solution for (LVD). O
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Chapter 4

Vector Matrix Game for
Vector Symmetric Dual Problem

4.1. Introduction

A nonlinear programming problem and its dual are said to be symmetric
if the dual of the dual is the original problem. Symmetric duality in non-
linear programming in which the dual of the dual is the primal was first
introduced by Dorn [22]. Dantzig et al. [19] formulated a pair of symmet-
ric dual nonlinear programs and established duality results for convex and
concave functions with non-negative orthant as the cone. Mond and Weir
[47] presented two pair of symmetric dual multiobjective programming prob-
lems for efficient solutions and obtained symmetric duality results concerning
pseudoconvex and pseudoconcave functions. Chandra et al. [16] formulated
a pair of symmetric dual fractional programming problems under suitable
convexity hypothesis. Recently, Kim and Noh [38] established equivalent re-
lations between certain matrix game and symmetric dual problems. In this
section, we formulate vector symmetric dual problems and consider vector

matrix game corresponding to the problems.

4.2. Equivalent Relations

Now we consider the nonlinear vector symmetric programming problem

(VSP) together with its dual (VSD) as follows:
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(VSP) Minimize (fu(z,y) = y"VuNT 1)(@,0), -+ fylw,y) = TV, (0 (1))

subject to —V, (AT f)(x,y) =0,

r=20, A>0,
(VSD) Maximize <f1(u,'u) — UV AT ) (u,v), - folu,v) — uTVu()\Tf)(u,v))

subject to  —V.,(A\T f)(u,v) £0,
v=20, A>0,

where f:= (f1, - +fp) : R" x R™ — RP, X € RP.

The following Theorems 4.2.1 and 4.2.2 are well known, but for the com-

pleteness, we give proofs for the theorems.

Theorem 4.2.1 (Weak Duality) [47]. Let (z,y, \) be feasible for (VSP)
and (u, v, \) be feasible for (VSD). If fi(:,y) (1 < i < p) are convex for fixed
y and f;(z,) (1 <i < p) are concave for fixed z, then the following cannot
hold:

(fl(x, y) =y VN )@y (@ y) =9V, (A ) (2, y))

< <f1(u7 U) - UTVU()‘Tf)(ua U)? ) fp(u7 U) - UTVU()‘Tf)(ua U)) (4'1>

Proof. Suppose contrary to the result that (4.1) holds,
(Filw9) = g™ U ) (w,9), - Folw,y) — 5"V ()

< <f1(u7 U) - UTVU()‘Tf)(ua U)? T fp(u7 U) - UTVU()‘Tf)(ua U))
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Then since A > 0, we have

Z Nifi(@,y) —y" V(N f)(z,y) < Z Xifi(w, v) = u" V(AT f) (u,

By the convexity of f;(-,v) (1 <i < p), we have

filw,v) = fi(u,v) 2 (¥ = u)" Vo fi(u, v).

It follows from A > 0 that

Z Aifi(w;v) — Z Aifi(u, ) Z (@ —w)" Vo (A f) (u, v).

By the concavity of f;(x,) (1 < i < p), we have

fZ(xay) i fi(.’I},U) = (y o U)Tvyfi(x7y>‘

It follows from A > 0 that

Z )‘Zfz(xvy) o Z )\zfz(xav) % (y " U)Tvy()‘Tf>(x7y>'

From (4.3) and (4.4), we have

v).

(4.2)

(4.3)

(4.4)

[i Nfi(r,y) — v V,(0T f)(z,y } [Z)\ fi(u,v) —u' V(AT £)(u,v)

= 2" Vo (A f)(u,0) = vV, (A f) (2, )

2 0,
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which contradicts (4.2). O

Theorem 4.2.2 (Strong Duality) [47]. Let (Z,y, \) be an efficient solution
of (VSP). Suppose that V,, (AT f)(Z, ) is positive definite and V, f1(z, §), - - - ,
V,f»(Z,7) are linearly independent, then (Z, 7, \) is an efficient solution of

(VSD).

Proof. Since (z,y, A) is an efficient solution of (VSP), by the Fritz John
optimality condition in [45], there exist « € RP, § € R™, v € R" and w € R?

such that

aTme(i', g) g (5 - (aTe):wTvya:(;‘Tf) (i.a g) 47 <0, (45)

(a = (o NV f (7,9) + (B = (a¥e)y)’ Vi (N ))(7,5) =0,  (4.6)

(B—(ae)y)" V, f@.7) —w' =0, (4.7)
BV A3, 7) =0, (4.8)
vz =0, (4.9)
W'\ =0, (4.10)
(. B,7,w) 20, (4.11)
(o, B,7,w) # 0. (4.12)

Multiplying (4.6) by (8 — (aTe)y),
(a=(a"e)N)"V, (2, 5)(B—(a"e)g)+(B—(a"e))" Vy (X )(Z,5)(B—(a’e)7) = 0.

47



By (4.7) and (4.10),
a'w+ (8= (a"e)y) Vi, (X )@, ) (8 — (a"e)y) = 0.
Since a > 0, w > 0 and hence
(B = (@ e)7)" Vi (N 1)(Z,5)(8 — (")) < 0.
Since V,, (AT f)(Z, 7) is positive definite, then
B = (a’e)y. (4.13)

By (4.7), w = 0. From (4.6), (a — (aTe)N) TV, f(Z,9) = 0. Since

{V, fi(Z,9), - Vyfo(Z,7)}is linearly independent,
a = (a"e)A. (4.14)

If « = 0, then (4.13) implies 8 = 0 and by (4.5) v = 0, w = 0, which
contradicts (4.12). Hence a # 0, since o > 0. From (4.5), (4.13) and (4.14),

(VN N)@E, T=a = 0. (4.15)

Since V.(ATf)(z,7) = 0, from (4.9) and (4.15), V(AT f)(Z,%) = 0, and
from (4.8) and (4.13), ((aTe)y)TV, (AT f)(z, ) = 0. Since o > 0, y*V, (AT f)(z,7) =

0. Thus (z, g, A) is feasible for (VSD). Clearly, (z, g, A) is efficient for (VSD),

otherwise there exists (i, v, A\) which is feasible for (VSD) such that

f(a,0) = a" Vo (N f)(a,0)e > f(2,5) — " V(N )(7,§)e.
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Since 2TV, (AT f)(z,9) = 4T V,(ATf)(Z,7) = 0, it follows that

f(@,0) = @' Vo (N f)(@,0)e > f(2,5) — 5" V(N f)(Z, §e,

which also contradicts weak duality. O

Lemma 4.2.1. Let (Z,y, A) be feasible for (VSP) and (VSD), and assume
that g7V, (AT f)(Z,7) = zV.(\Tf)(Z,5) = 0. If there is weak duality be-

tween (VSP) and (VSD), then (Z, g, A) is an efficient solution of (VSP) and
(VSD).

Proof. By weak duality, f(z,9)—5 V(AT f)(Z,§)e £ f(u,v)—uTV, (AT f)(u,v)e
for any feasible (u, v, \) of (VSD). Since f(z, §)—4 V,(AT £)(Z, §)e = f(Z,9)—
IV TN (z,9)e, f(Z,9)— 2TV )@, e £ f(u,v) —ul V(AT f)(u,v)e
for any feasible (u,v, \) of (VSD). Therefore, (7,9, ) is an efficient solution
of (VSD).

By weak duality, f(z,y)—y"V,(N )(z,y)e £ f(2,9)=F"V.(\" f)(Z, §)e
for any feasible (x,y, A)of (VSP). Since f(z,7)~2-V, ()\Tf)(x ye = f(Z,7)—
7'V, AT )(@ D)e, fla,y) =y V() (2, p)e £ f(2,9) — 57V (AT (@, §)e
for any feasible (2,7, A) of (VSP). Therefore, (Z, 7, X) is an efficient solution
of (VSP). O

Consider the vector matrix game defined by the following (n 4+ m + 1) x
(n 4+ m + 1) skew symmetric matrix B;(z,y),i = 1,--- , p related to (VSP)
and (VSD):

49



0 —xVyfi(x,y)T _vmfz(x7y>
Bz(x7y> = Vyfi(l',y)l'T 0 Vyfz(l',y>
va}fz(xay>T _vyfi(x7y)T 0

Now we give equivalent relations between vector symmetric dual problem

and vector matrix game (B1(Z,9),- -, Bp(Z,7)).

Theorem 4.2.3. Let (Z, 7y, &) be feasible for (VSP) and (VSD), with
JIV(E (@, g) = TV ()@ ) =0-Let 2* = 1/(14+37, 2+ 3, 75), 2" =
z*z and y* = z*y. Then (z*,y*, z*) is a vector solution of vector matrix game

(Bi(7,9), -, Bp(%,9))-

Proof. Let (z,9,&) be feasible for (VSP) and (VSD). Then the following

holds:
-V, (€ )z 9) =20, (4.16)
~ V(€ f)(@,7) 20, (4.17)
7'V )@ y) = VA€ f) (@) =0, (4.18)
220,520 €5, (4.19)

Multiplying (4.18) by Z = 0 gives —2V,(£7 f)(z,4)Ty = 0 and from (4.17),

2V, (& ), 9) 5 — V(£ f)(z,9) 0. (4.20)
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Multiplying (4.16) by 72 = 0, V(€7 f)(Z,9)zT% < 0. It implies that since

V(€)@ 9) <0,

V(€ H@. 57"z + V(€ f)(,5) £ 0. (4.21)
From (4.18) we have

V(€ N)(3,9)"7 = V(£ f)(@,5)'5=0. (4.22)

But z* > 0 by (4.19), from (4.20), (4.21) and (4.22), we get:

— V(€)@ 9"y = Vu(& N@,5)2* <0, (4.23)
V(€ (@ 5)T" 2" + V,y(§ f)(@,5)2" 0, (4.24)
VA& )@ 5 e =V, E 9"y =0, (4.25)
>0,y =0, 25 >0. (4.26)

From (4.23), (4.24) and (4.25) we have the following inequality

*

€T

<i &Bi(z, ﬂ)) y* | =0.

z

By Lemma 3.2.1, (z*,y*, z*) is a vector solution of the vector matrix game

(Bi(z,7), -+, Bp(Z,7)). 0O

Theorem 4.2.4. Let (z*,y*, 2*) with z* > 0 be a vector solution of vector

matrix game (B1(Z,9),- - , Bp(Z,y)), where T = 2*/2z* and y = y*/z*. Then
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there exists £ € §p such that (z,y,£) is feasible for (VSP) and (VSD), and

gV (N Nz, g) =2V (E7 f)(7,9) = 0.

Proof. Let (z*,y*, z*) with z* > 0 be a vector solution of vector matrix

game (By(7,%), -+, By(7,9)). Then by Lemma 3.2.1, there exists £ € §p

such that

*

T

<i &Bi(z, g)) y* | =0.

*

Thus we get:

=20,y =20, z*>0.

Dividing (4.27), (4.28) and (4.29) by z* > 0, we have

From (4.30),

(4.27)
(4.28)
(4.29)

(4.30)

(4.31)
(4.32)

(4.33)

(4.34)



By (4.32), V(7 f)(7,9)(zTz + 1) < 0. It implies that since 277 + 1 > 0,
~V, (£ )(z.9) 2 0. (4.35)

From (4.31), =2V, (T £)(Z,9)Ty < V(T f)(z,7). Using (4.34) and (4.35),
we obtain 0 < -2V, (T £)(Z,9)7y < V. (EL f)(Z,%). It implies that
—Va(€"f)(#,§) < 0. From (4.33), 27V.(£"/)(.9) £ 7"V, (" [)(Z.9). But
since 7 = 0 and V.(£T£)(Z,9) = 0, 2TV.(E7f)(z,7) = 0 and since §j = 0
and V,(E7f)(z,9) <0, g7V, (7 f)(Z,7) < 0. Then we have

Hence z7V,(ELf)(Z,9) = §EV (€L f)(Z,5). Thus (7,7, €) is feasible for

1,---,p. Since (7,7, ) is feasible for (VSD), by weak duality,

<f1(x,y) C yTvy(fo)(xvy)7 = 7fp(x?y) - yTvy(fo)(l',y))
$ <f1(ii',§) E gTvy(ngxf’g)’ e 7fp(i.7g) o). @Tvy(?f)(faﬂ))

and

<f1(i',§) _fTvm(ngxj’g)’ 7fp(i'7g) - _Tvm(ngxi.’g))
$ <f1(u7/0) - UTVU(fo)(uav>7 e 7fp(uav> - UTVU(fT.ﬁ(u?/U))

for any feasible (u, v, &) of (VSP) and (VSD). Therefore (z, g, €) is an efficient

solution of (VSP) and (z, ), §) is an efficient solution of (VSD). O

By Theorem 4.2.4 and Lemma 4.2.1, we give the following corollary.
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Corollary 4.2.1. Let (z*,y*, z*) with z* > 0 be a vector solution of vector

matrix game (B1(Z,9), -, Bp(Z,7y)), where T = x*/z*. Let gy = y*/z*. If

weak duality holds, there exists & € §p so that (Z, 7, £) is an efficient solution

of (VSP) and (VSD).

Now we give an example illustrating Theorems 4.2.3 and 4.2.4. But the
following example does not satisfy the assumption of strong duality the fact

that V, f1(Z,7),- -+, Vyfp(Z,y) are linearly independent.

Example 4.2.1. Let fi(z,5)= 2% —y? and fo(x,y) = y — x. Consider the
following vector optimization problem (VSP) together with its dual (VSD)

as follows:
(VSP) Minimize (2% — o + 2002 — Doy, ¥ — 2z + 2097 — \y)
subject to 201y — A 20,
220, A= (A, \a) € S5
(VSD) Maximize — (u® — v* — 2\ u® + Xow, v — 4 — 2Mu® + Aou)

subject. to 2\ u = Xo =0,
020, A=\, o) € So.

Now we determine the set of all vector solutions of vector matrix game

(Bi(Z,7),- -, By(Z,7)). Let

0 —xVyfi(x,y)T _vmfz(x7y>
Bi(x,y) = | Vyfiz,y)aT 0 Vyfi(z,y)
va}fz(xay>T _vyfi(x7y)T 0
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Then

0 20y —2x 0 —x 1
B1(3:,y) = —2zy 0 -2y and Bg(l',y) = x 0 1
2z 2y 0 -1 -1 0

Let (z,y) € R? and (z*,y*, z*) € S5 be a vector solution of vector matrix
game (B1(z,y), B2(Z,7))2, if and only if there exist £ > 0, & > 0, {1+ =1
and (x,y) € R? such that

0 2zy —2x 085k L x* 0
G| 22y 0 2y |+&| 2 01 y* | =] 0
2zf gy /0 =1 =1 0 2% 0

<= there exist §; >0, §& > 0, & + & = 1 such that

(261 =&)Y — (226§ — &) 0
—r(2y&r — )t — (206 — &) | = 0
(2261 = &)a* + (2961 — L)y 0

Thus we determine the set of all the vector solutions of the vector matrix

game (B1(z,9), Ba(Z, 7))

(I) the cast that z > 0:
(a) 206 — & >0, 2y& — & > 0: (¢%,y%, 2%) = (0,0,1).
(b) 226 — & > 0, 2y& —& = 0: (2%, %, 2%) = {(0,0,1—0a) | 0 < a < 1}
(¢) 226 — & > 0, 2y& — & < 0: (2,97, 2*) = (0,1,0).
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(d) 2061 — & =0, 26 — & > 0: (2,9, 2") = {(@,0,1~a) | 0 < a < 1}.

() 22& —& =0, 2y& —& =0 (2%, y",27) = {(z1, 22, 23) | 11 2 0,22 2

0,23 = 0,21 + x9 + a3 = 1}.
() 206 — & =0, 2y&, — & < 0: (¢%,y%, 2%) = (0,1,0).
(g) 26 — & < 0, 2y&, — & > 0: (¢%,y%,2%) = (1,0,0).
(h) 26 — & < 0, 2y& —& = 0: (2%,y%,2%) = {(a,1—0,0) [ 0< a < 1}.
(i) 206 — & <0, 2y&4 — & < 0: (2%, y%, 2) = (0,1,0).

(IT) the cast that  =0:

(a> 2y€1_52>0: (:U*,y*,z*):{(l—a,a,O)|0£oz£ =2 y>07€1>

- = 2y&1?
0752 > 0751 +£2 i 1}

(III) the cast that x < 0:

_ . _ 2y&1—¢ _ 226, —¢
(a) 2y&1 — & > 0 (l'*,y*, Z*) L {(2?;61—290511—290?/514—9052’ 2?/51—290511—290?1514—9052’

—2y§1_§§§5§521+m§2> D 2y& — 228y — 2zy&y + aés > 0,228 — & < 0}
(b> nyl - 52 =0: (:c*,y*,z*) = {(OJ, 1 - Oé,O) | O=sa< 1}

(C> nyl - 52 <0: (:c*,y*,z*) = (17070>

Let (z,y) € R?* and S(,,) the set of vector solutions of vector matrix game
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(B1(Z,9), B2(7,9y)). From (I), (II) and (III),

Sy = {(,1—a,0)]0<a<1}U{(0,a,1—0a) |[0<a<1}

U {(,0,1-a)|0a<1}U{(a,3,7) [a20,820,y20,a+8+7y=1}
U {( 2y&1 — & _ 228 — &
2961 — 2x6 — 2yl + by’ 2981 — 226 — 2wy&y + w6y

2xy& — xéo
— r <0,2y& — 228 — 2xy&y + & > 0,
DyE — 206, — 2ayE, + x&) | y&1 &1 y&1 + x&2

nyl —52 > O, 21‘51 —fg < O}

Let (Z, 7, €) be feasible for (VSP) and (VSD) with 47V, (¢T £)(z,9) = 2TV (T f)(z,9) =
0. We can easily check that

{(z,7,€) | (z,5,€) : an efficient solution of (VSP) and (VSD),
7' V(& H@ 7)) =3 Va("f)(7, 7) = 0}

{(2% 2%2 51’52) & e >0, €1+£z=1}.

Thus,
T ] 1 & &
{(1+£+g71+£+g71+£+g)|x_2€17 €7£1>O£2>O£1+€2_0}
{(52 52,51) |£1>0,£2>0,£1+£2=1}
CS(m,y).

Therefore, Theorem 4.2.3 holds.
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Let (z,y) € R? and S, ,) be the set of vector solutions of vector matrix

game (B1(l', y)7 Bg(l', y)) Then

U Sey={@1-0,0)]0<a<1}U{(0a0,1-0a)|0<a=<1}

(z,y)€R?

U{(@,01—a) [0=a <13 U{(@fB,7) [a 20,820,y 20,a+8+7=1}

U { ( 2y&1 — & B 228 — &
2961 — 2x6 — 2xy&y + by’ 296 — 208 — 2xy6) + &y’
2zy& — xéo

— r < 0,2y& — 2x& — 2ayé&q + & > 0,
206 — 206, — ZuyEi ¥ x&) | y&1 &1 y&1 + 282
nyl — fg > 0, 2£C€1 = 52 < 0}

So,

{(x—,y—) | 2* > 0jand (2%,47,2%) € S a y_*)}
FARN ki

R, Y r
- {(E’E) |§1>0752>0751+€2—1}-

Let F be the set of all feasible solutions of (VSD). Then we can check that
{(£.£.68) 16>06>06+6=1} = Fand (2)V,(E /), &) =

(%)Vm(?f)(%, 2%) = 0. Therefore, Theorem 4.2.4 holds. O
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Chapter 5

Examples for Vector Matrix Game

We recall six kinds of solutions for vector matrix game which were de-
fined in Definition 2.1.3 in Chapter 2. In this section, we intoduce examples

showing that such six kinds of solutions may be different.

Example 5.1. Let

0 1 -1 0 11
Bi=] -1.0 0 and Bo=/| -1 0 0
o —1-.0 0

Let Sg = {(.1‘1,.7)2,33‘3) | I g 0, ) % 0, T3 % O, 1+ X9 + T3 = 1} Then
we calculate the set of all the vector solution of vector matrix game (B, Bs).
By Lemma 3.2.1, y € S3 is a vector solution of vector matrix game (By, B2)

if and only if there exist Ay > 0, Ay >0, A\; + A\s = 1 such that

0. 1.=1 0 11 T 0
Al -1 0.0 +X =1 00 g | =10
1 0 0 100 U3 0

<= there exist Ay > 0, Ay >0, A\; + A2 = 1 such that

Y2 — (M — A2)U3 0
—U1 < 0
(A1 — A2)hh 0

Thus
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(i) if A = Xo; (71,92,93) € {(y1,0,y3) : 91 =0, y3 =0, y1 +y3 = 1},

(U1, Y2, Y3) is a vector solution of vector matrix game B;, i = 1, 2.

(i) if A > Ag; (91, 02,03) € {(0,y2,93) 1 y3 > y2 2 0, y2 + y3 = 1},

(91, Y2, Y3) is a vector solution of vector matrix game B;, i = 1, 2.

(iii) if Ay < Ag; (1,0,0) is a vector solution of vector matrix game B;, i =

1,2.

Y

Therefore, the set of all the vector solution of vector matrix game (B, B2)
is sol(VMG) = {(71,0,93) : 1. 2.0, 932 0, §1 + 3 = 1} U{(0, 2, J3) : U5 >
Y220, 42+ 93 =1} O

Example 5.2. Consider the By, By and S3 described in Example 5.1. Then
we calculate the set of all the weakly vector solution of vector matrix game
(B1, B2). By Lemma 3.2.2, y € S5 is a.weakly vector solution of vector matrix

game (Bj, By) if and only if there exist Ay 2 0, Ay = 0, A\;+ Xy = 1 such that

= 0 11 7 0
M| -1 00 [ #x]| =100 T ESN
1 0 0 o B s 0

<= there exist Ay =20,y =20, A; + A2 = 1 such that

Y2 — (M — A2)T3 0
—n <| 0
(A1 — A2)hh 0

Thus
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(i) if Ay = 0,X2 =1; (1,0,0) is a weakly vector solution of vector matrix

game (By, By).

(ii) if &y = 1, A2 = 05 (71,02, 73) € {(0,92,43) : ys3 242 =0, yo +y3 = 1},

(U1, Y2, U3) is a weakly vector solution of vector matrix game (By, Bs).

(iii) if A = Aoy (F1,%2,03) € {(¥1,0,y3) :y1 =20, y3 =0, y1 +ys = 1},

(U1, Y2, Y3) is a weakly vector solution of vector matrix game (By, Bs).

(iv) if A > X5 (U1, %2, 73) € {(0,y2,93) © ys > y2 2 0, yo +ys = 1},

(U1, Y2, Y3) is a weakly vector solution of vector matrix game (By, Bs).

(v) if A1 < Ag; (1,0,0) is a weakly vector solution of vector matrix game

(Bl, Bg)

Therefore, the set of all the weakly vector solution of vector matrix game

(31732) is SOZ(WVMG) 3 {(gl7o7g3) : gl = 07@3 = 07@1 +g3 = 1} U

{(0,92,93) 2 Ys =02 20, 4o+ ys = 1}. O

Example 5.3. Consider the By, By and S3 described in Example 5.1. Then
we calculate the set of all the scalarizing solution of vector matrix game
(B1, B2). By Lemma 3.2.3, (Z,y) € S5 %Ss is a scalarizing solution of vector

matrix game (Bi, By) if and only if there exist A\; > 0, Ao > 0, A\j + Ao =

1 such that
0 1 -1 0 1 1 1 0
M|l =1 0 0 +X| -1 0 0 o <l 0],
1 0 0 -1 0 0 U3 0
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and

0 1 -1 0 11 1 0
Al -1 0 0 +X| =1 0 0 Zo | =10
1 0 O -1 0 0 T3 0

<= there exist Ay > 0,y >0, A; + A2 = 1 such that

Yo — (M1 — A2)Us 0
_gl g O 9
(A1 = A2) 0

and
T — (M — Xo)3
-7

(A1 — A\2) %y

I
S

Therefore, the set of all the scalarizing solution of vector matrix game (B, Bs)
is SOl(SVMG) = {(fl,o,fg,gl,o,gg) T % O, T3 2 O, T+ x3 = 1, §1 %
0, 3 2 0, G149 = 1} U{(0,79, 75,0, 92, J) * By > T5 2 0, Lo+ T3 = 1, 45 >

U220, yo+7ys =1} O

Example 5.4. Consider the By, By and S3 described in Example 5.1. Then
we calculate the set of all the weakly scalarizing solution of vector matrix
game (Bi, By). By Lemma 3.2.4, (z,y) € S3 x S5 is a weakly scalarizing

solution of vector matrix game (By, Bs) f and only if there exist A\; = 0, Ay =
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0, A1 + A2 = 1 such that

0 1 -1 0 1 1 1 0
M| =10 0 +X| -1 0 0 o <l 0],
1 0 -1 0 0 U3 0
and
0 1 -1 0 1 1 T 0
M| =1 0 0 +X| -1 0 0 To <l 0|,
1 0 0 -1 0 0 T3 0

<= there exist Ay =20,y =0, A; + A2 = 1 such that

¥o — (M1 — A2)U3 0
_gl g 0 9
(A1 = A2)th
and
To =N = X9)T3 0
—T <1 0
()\1 — )\2)%‘1 0

Therefore, the set of all the weakly scalarizing solution of vector matrix game
(B1, Bs) is sol(WSVMG) = {(Z1,0,Z3,91,0,93) : 1 20, T3 20, Ty + T3 =
L 120, 9320, g1+73 =1yU{(0,T2,73,0,72,73) : T3 = T2 = 0, To+7T3 =
L 329220, 2+ =1} m

63



Example 5.5. Consider the By, By and S3 described in Example 5.1. Then
we calculate the set of all the efficient solution of vector matrix game (By, Bs).
By Lemma 3.2.7, (z,y) € S3x Ss is an efficient solution of vector matrix game
(B1, Bo) if and only if there exist Ay > 0, Ao >0, Ay +Xa =1, pg >0, po >
0, g1 + po = 1 such that

g2 — (M1 — A2) U3 Z1
(*) —Y1 € Ns, | 7o
(A1 — X))o T3

and
To — (Wt — f2)T3 Y1
(*%) =01l € Nsy | 2
(11 — p2)@ U3

Now using the relations (x) and (%), we determine the set sol(EVMG) which
is the set of all efficient solutions of the matrix game (By; Bs).

o

(I) the case that (z1, %9, Z3) € §3:
(x) <= (U1, 72, 73) € S3 and there exist \; >0, Ao >0, M1+ =1, a €R
such that

Yo — (M —X)ys =a
_gl = «
()\1 — )\2)@1 = (.
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= (51,52,03) € {(0,42,53) 1 ya=73 — 3%, y3:%+2>\T217 Y2 +ys =
1, )\1>0, )\2>0, )\1+)\2:1}

= (1,92, 93) €{(0,92,y3) : y3>y2 20, y2+ys =1}
e in the case that (g1, 72,73) € {(0,92,y3) : ys >y2 >0, yo +ys = 1}:

(xx) <= (T1,T2,T3) € S5 and there exist pu; > 0, o > 0, pug + po = 1,
a € R and 8 = 0 such that

= (T1,72,73) € {(0,22,23) : 72 =

17 ,u1>07 :u2>07 :u1+1u2:17 520}
< (51,52,53)6{(0,372,1'3) a3 > 1o =0, $2+ZL'3:1}.

o
But it does not satisfy the condition (z1, T2, Z3) €.8 3, S0, in this case, there

is no efficient solution.
e in the case that (71,72, y3) = (0,0,1):

(xx) <= (T1,To,T3) € S5 and there exist p; > 0, o > 0, pug + po = 1,
a€R, =0and v =0 such that

To— (1 — o)t =a-—
—T =a—7v
(1 —p2)tn =«



2+
2p1

= (T1,%2,73) € {(v1,20,23) : @1 = 5L, 1y = 1 — I3 =

%-F%, ritwytaz=1 >0, up >0, py+pp =1, §20, v=0}.

= (T1,T2,73) € {(z1,22,23) : 1120, 0 < 29 < %, x3 =0, 21 +

To + T3 = 1}

o
By the condition (Z1,Zs,Z3) € S3, in this case, {(Z1, Z2,73,0,0,1) : T >

0, 0<Zs <3, T3>0, Ty +To + T3 = 1} C s0l(EVMG).

(IT) the case that (%1, T2, T3) € {(0; 29, 23) : x2 >0, x3 > 0, xo+ax5 = 1}:

(x) <= (71,72, y3) € S3 and there exist Ay >0, Aa >0, M1+ X2 =1, a €R
and # = 0 such that

=M =Nz =a-p0
()\1—)\2)3]1 = Q.
— (glag%g?)) % {(07y2:y3> P Y2 = %_ Ay ) Ys = %+>\22>—\’—1ﬂ7 Y2+ Y3 =
1, A1 >0, Aa >0, \{ + X =1, BEO}

= (1,92, 93) €{(0,92,53) | ys > 4220, y2+ys =1}
e in the case that (g1, 72,73) € {(0,92,y3) : ys >y2 >0, yo +ys = 1}:

(xx) <= (1,79, T3) € S3 and there exists g > 0, g > 0, g1 + p2 = 1,
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a € R and 8 = 0 such that

(1 —p2)ty =«

< (i‘l,fg,fg) € {(O,:L‘g,l‘g) X3 > X > 0, To + T3 = 1}.

By the condition (Z1,Z2,Z3) € {(0,22,23) : x93 >0, x3 >0, x9 + x5 = 1},
in this case, {(O,fg,fg,o,gg,gg) D X3 > T >0, Zo+ T3 =1, Y3 > ys >

0, Yo+ 7ys =1} C sol(EVMG).
e in the casethat (91,92, 93) = (0,0,1):
(xx) <= (T1,%2,T3) € {(0,32,23) : @3> 13 >0, w2+ 23 = 1}.

By the condition (Z1, Zg,x3) € {(0,22,23) : @3 >0, x3 >0, 22+ x5 = 1},

in this case, {(0, Z2,%3,0,0,1) : &3 > &y > 0,72 + T3 = 1} C sol(EVMG).

(III) the case that (Z1, Z9, z3) = (0,0, 1):

(x) <= (Y1,72, U3) € S3 and thereexist A} >0, Ay >0, \i+\ =1, a € R,
£ =0 and v = 0 such that

Yo— (M —N)ys =a—f
—h =a—7
()\1 — )\2)@1 = Q.

= (J,52,03) €{W1,y2,u3) : 120, 0< <3, Y520, y1+y2+
Ys = 1}
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e in the case that (g1, %2,73) € {(y1,¥2,93) : 11 >0, 0 <y < %, Y3 >
0, y1 +y2 +ys =1}

(%%) <= (Z1,T2,T3) € Sz and pg >0, po >0, 3 +pp =1l and a € R

such that
72— (i — )7 =0
—i‘l =
(1 —p2)ty =«

< (T1,T2,73) € {(0,29,23) : x3>x920, 9+ 23 =1}.
By the condition (#1,Z2,Z3) = (0,0,1), in this case, {(0,0, 1,71, ¥2, ¥3)
>0, 0<y<3, ¥3>0, j1 +J2+ s = 1} C sol(EVMG).

e in the case that (y1,92,93) € {(0,92,¥3) : ys > y2 >0, yo +ys = 1}:
(4%) <=  (T1,T2,73) € {(0,22,23) = &3 >3 20, xo + 23 = 1}.

By the condition (Z1,Z9,&3) = {(0,0,1)}, in this case, {(0,0,1,0, 2, ¥3)
Us > Y2 >0, g2+ ys =1} C sol(EVMG).

e in the case that (y1, 92,73) = {(0,0,1)}:

(**) <~ (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) N O, 0 L 29 <

[y
8
w
v

0, l'1+l'2+l'3:1}.

By the condition, (z1,Z2,Z3) = (0,0,1), in this case, {(0,0,1,0,0,1)} C
sol(EVMG).

e in the case that (71,%2,93) € {(y1,0,93) : v1 >0, y3 >0, y1+ys =1}
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(xx) <= (T1,T2,T3) € S3 and there exists u; > 0, o > 0, g + p2 = 1,
a € R and 8 = 0 such that

B2 (i — )5 =a
—I =a—f
(1 — o)1 =«
= (71,72,%3) € {(w1,20,23) : 1 = 2%7 Ty = %— 2“7217 xr3 =

s+l mi e tas=1, >0, >0, pn+ps =1, 320}

= (T1,%2,T3) € {(x1,22,23) : 2120, 0 <20 <3, 2320, 21+
To+ a3 =1},
By the condition (Z1, Za,&3) = (0,0, 1), in this case, {(0,0,1,9;,0,7y3) : §1 >
0, 3 >0, y1+ys =1} C sol(EVMG).

e in the case that (71,92, 93) = (1,0,0):

(%) <= (5:1,:732,5:3)e§3 and p; >0, s >0, g + =1, €R, 3=0
and v = 0 such that

Fa— (i — o)y = o
(1 — p2) 71 =a—9
< (i‘l,fg,fg) € {(1'1,1'2,1'3) DX = ﬂg_?a Ty = %— M22M—1’Y’ r3 =

%+M22M_1ﬂ7 $1+$2+$3:1, ,u1>07 ,u2>07 ,ul—i_,uQ:la B%O, ’Y%O}
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e (i‘l,fz,fg) c {(1'1,1'2,1'3) A O, To = O, T3 = O, T1+To+x3 =
1}.
By the condition (Z1,Zs,%3) = (0,0,1), in this case, {(0,0,1,1,0,0)} C
sol(EVMG).

e in the case that (g1,72,73) € {(y1,%2,0) : y1 > y2 >0, y1 +y2 = 1}:

(xx) <= (T1,T2,T3) € S3 and there exists pu; > 0, g > 0, puy + p2 = 1,
a € R and 8 = 0 such that

F = —)ry, 5o
—i‘l =
(1 —p2)1  =a—p
— (j17j27i.3) € {(.’1,’1,.’172,.’173) Ty = _2‘%7 To = %_ %7 xr3 =

e (fl,fg,fg) € {(0,.%2,.%‘3) a3 > w920, o+ 13 = 1}

By the condition (Z1, Za, 23) = (0,0, 1), in this case, {(0,0, 1,91, %2,0) : ¢ >
U2 >0, 41 + 792 = 1} C sol(EVMG).

(IV) the case that (Z1, T2, 73) € {(21,0,23) : 1 >0, 23>0, 1+ 23 =
1}:
(x) <= (71,72, 7J3) € S3 and there exist Ay >0, A\ >0, i+ X2 =1, « €R
and 4 = 0 such that
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Yo — (M — )z =«

—Y1 =a—f
()\1 — )\2)@1 = Q.
B

A _ 1
_ﬁa y3—§+

DO [

= (Y192, 93) € {(y1,92,93) + 1= 3, Y2 =

)\22;1ﬂ’ y1+y2+y321, )\1>O’ )\2>O’ /3%0}
— (U1, 93) € {(y1y2.y3) 11 =20, 0< o <3, 320, y1 +yo+
ygzl}.

e in the case that (71, %2,73) € {(¥1,¥2,93) = 11 >0, 0 <y < %, Y3 >

0, y1 +1y2+ys =1}
(**) < (fl,fg,fg) & {(0,.’1}2,.’1,‘3) T X3 > Ty = 0, To + X3 = 1}

But it does not satisfy the condition (%, %2, Z3) € {(x1,0,23) : 1 >0, x3 >

0, x1 + x3 = 1}, so, in this case, there is no efficient solution.
e in the case that (g1, U2, y3) € {(0,92,y3) : ys> y2 > 0, yo +ys = 1}:
(**) <~ (.Tl,.f'g,fg) S {(0, l’g,l‘g) T X3 >y = O, To + T3 = 1}

But it does not satisfy the condition (Z1, Z2, Z3) € {(x1,0,23) : 1 >0, x3 >

0, x1 + x3 = 1}, so, in this case, there is no efficient solution.
e in the case that (71, 72,73) = (0,0,1):

(**) <~ (fl,fg,fg) < {(.%'1,.%‘2,1‘3) Toxr = O, 0 £ a9 <

[y
8
w
1\%

0, l'1+l'2+l'3:1}.
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By the condition (Z1, T2, Z3) € {(21,0,23) : 1 >0, 3 >0, x1+x3 =1}, in

this case, {(71,0,73,0,0,1) : Z3 >0, T3 >0, Z; + T3 = 1} C sol(EVMG).
e in the case that (71,%2,93) € {(y1,0,93) : v1 >0, y3 >0, y1+ys =1}

(**) < (i‘l,fg,fg) < {(1'1,1'2,1'3) o1 20,0

IA
&
A

0, l'1+l'2+l'3:1}.

By the condition (Z1,Z2,Z3) € {(21,0,23) : 21 >0, x3 >0, x; + x5 = 1},
in this case, {(Z1,0,Z3,71,0,93) : T1 >0, T3 >0, Z1+Z3=1, g1 >0, y3 >
0, 71 + s = 1} C sol(EVMG).

e in the case that (g1, 92,73) = (1,0,0):
(**) — (jla'f?wffﬂ) € {(l'l,xQ,.ng) —a % 0,33'2 2 O,.Tg g 07 T1+22+T3 =
1}.
By the condition (Z1, T9,&3) € {(z1,0,a3) : @1 >0, 3 >0, x3+2x3 =1}, in

this case, {(71,0,23,1,0,0) : &3 > 0, &3 >0, Z; + T3 = 1} C sol(EVMG).
e in the case that (g1,72,y3) € {(W1,42,0) : y1>y2 >0, y1 +y2 = 1}:
(**) < (fl,fg,i’g) S {(0,.7}2,1'3) X3 > Wy = 0, To + T3 = 1}

But it does not satisfy the condition (71, Z2, Z3) € {(x1,0,23) : 1 >0, x3 >

0, x1 + x3 = 1}, so, in this case, there is no efficient solution.

(V) the case that (z1,Z9,Z3) = (1,0,0):

(%) <= (J1,72,U3) € S3 and there exist Ay >0, Ao >0, M1+ =1, a €R,
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£ =0 and v = 0 such that

Yo — (M — )z =«

— =a—p3
(M =Xy =a—7.
B—y Aa—y

= (U,0293) € {(vi,y203) = v = 55 v = 3 - o Y3 =
%Jr%’ Y120, y220, Y520, y1+y2+ys=1, A1 >0, Ao >0, \i+ XA =
1, =0, v= 0D

= (U192, 93) €{(yn,92,93) * 1120, 220,93 =20, yitya+ys = 1}.

e in the case that (71, y2,73) € Ss:
(xx) <= (T1,%2,%3) €4(0, 29, 23) : T3 >x2 20, xo+ 135 =1}.
But it does not satisfy the condition(Zy, &2, Z3) = (1,0,0), so, in this case,
there is no efficient solution.

e in the case that (g1,72,y3) € {(0,y2,y3) @ y2>0, y3 >0, yo+ys =1}
(x%) <= (T1, T2, T3) € {(0,&95x3) 1 &3> @2 > 0, x5 + 23 = 1}.
But it does not satisfy the condition (Z1,Z2,Z3) = (1,0,0), so, in this case,
there is no efficient solution.

e in the case that (41, 72,73) = (0,0,1):

IV
uO
o
N
&
A
J—=
&
IV

(x%) <= (T1,72,73) € {(v1,22,23) @ a1

0, l'1+l'2+l'3:1}.
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By the condition (Z1,Zs,%3) = (1,0,0), in this case, {(1,0,0,0,0,1)} C
sol(EVMG).

e in the case that (71,%2,93) € {(y1,0,93) : v1 >0, y3 >0, y1+ys =1}

(**) < (i‘l,fg,fg) < {(1'1,1'2,1'3) o 20, 0L 29 < 1 T3 =

0, l'1+l'2+l'3:1}.

By the condition (Z1, Za, Z3) = (1,0,0), in this case, {(1,0,0,71,0,7y3) : 91 >
0, 43 >0, 71 + 73 =1} C sol(EVMG).

e in the case that (71, 72,93) = (1,0,0):
(**) < (i‘l,fg,fg) € {(1'1,1'2,1'3) L= O, Lo = 0, T3 = O, T1+To+x3 =
1}.
By the condition (Z1,Za,73) = (1,0,0), in this case, {(1,0,0,1,0,0)} C
sol(EVMG).

e in the case that (71,%2, 93) € {(¥1,42,0) : v1 >0, y2>0, y1+y2 = 1}:
(**) < (fl,fg,fg) & {(O,l‘g,l‘g) D X3 > Ty = O, To + X3 = 1}

But it does not satisfy the condition (Z1,Z2,Z3) =(1,0,0), so, in this case,

there is no efficient solution.
e in the case that (71, 72,73) = (0,1,0):

(xx) <= (T1,T9,T3) € S3 and there exist g >0, po >0, p1+pus =1, a €
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R, 8 =0 and v = 0 such that

To— (1 — p2)@3 =a—0

—i‘l =
(1 — p2) 71 =a—7.
= (T1,72,73) € {(v1,22,23) : 21 = =5, 2 = - %721_77 T3 =

+ﬂ2—’l—jj27 X1 207 ) 207 x3207 x1+x2+x3: 1’ Ml >O’ ,UQ >O’ ,UJ1+,UJ2 -

N[

1, =0, v=0}.
< (.Tl,.f'g,fg) S {(0,.’13'2,1‘3) DXy > Ty = 0, To+ T3 = 1}

But it does not satisfy the condition (Z1,Z2,Z3) = (1,0,0), so, in this case,

there is no efficient solution.

(VI) the case that (Zy, s, Z3) € {(#1,22,0) : 21 >0, 23>0, 21 + 22 =
1}:
(x) <= (71,72, J3) €53 and there exist Ay > 0, Adg> 0, i+ o =1, « €R
and 3 = 0 such that

Yo — (M — M)z =«

(A1 — X2)th =a—f.

— (U1,92,03) €{(0,92,93) : ys>y2=20, y2 +y3 = 1}.

e in the case that (g1, 72,73) € {(0,92,y3) : ys >y2 >0, yo +ys = 1}:

I0)



(**) < (fl,fg,fg) c {(O,l‘g,l‘g) DXy > Ty = O, To + T3 = 1}

But it does not satisfy the condition (Z1, Z2, Z3) € {(x1,22,0) : 1 >0, 2o >

0, o1 + @2 = 1}, so, in this case, there is no efficient solution.

e in the case that (71, 72,73) = (0,0,1):

|—=

(**) <~ (fl,fg,fg) < {(.%'1,.%‘2,1‘3) Toxr = O, 0 £ a9 < 5, I3 =
0, l'1+l'2+l'3:1}.

By the condition (Z1,Z2, Z3) € {(21,22,0) : 21 >0, 29 >0, 1 + 29 = 1},

in this case, {(Z1,72,0,0,0,1) + T; > Ts >0, T + T2 = 1} C sol(EVMG).

(VII) the case that (Z1, Z2, z3) = (0, 1,0):

(%) <= (U1,92,7U3) € Sz and there exist Ay > 0, Ao >0, A\i+X 2 =1, a € R,
£ =0 and v = 0 such that

Jo— (M —N)ys =a—0

()\1 — )\2)@1 =0 3N

= (1,92, 93) €{(0,92,y3) : y3>y2=0, yo +yz=1}.
e in the case that (g1,72,73) € {(0,92,y3) : ys >y2 >0, yo +ys = 1}:
(**) <~ (i‘l,fg,fg) € {(O,l‘g,l‘g) X3 > X > 0, To + T3 = 1}.

But it does not satisfy the condition (Z1, Z2, Z3) = (0, 1,0), in this case, there

is no efficient solution.

e in the case that (71, 72,73) = (0,0,1):
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|—=

(**) < (fl,fg,fg) c {(.%'1,.%‘2,1‘3) Toxr = O, 0 £ 1y < 5, I3 >

0, l'1+l'2+l'3:1}.

But it does not satisfy the condition (Z1, Z2, Z3) = (0, 1,0), in this case, there
is no efficient solution.

Therefore, the set of all efficient solutions of the vector matrix game (B, B2)
is sol(EVMG) = {(Z1,%2,75,0,0,1) : 1 > 0,0 < Ty < 5,%3 > 0,Z1 + T +
T3 =1} U{(0,Z2,%3,0,92,93) : T3 >Ta>0,T0+T3=1,4y3 > 42 > 0,92 +
ys = 1}U{(0, z,23,0,0,1) : T3> T > 0,To+73 = 1}U{(0,0,1, 91,72, 73) :
1> 0,0 <% <5,03> 0,0+ %2+ = 131U{(0,0,1,0,72,%) : 75>
g2 > 0,92 +y3 = 1} U{(0,0,1,0,0,1)} U {(0,0,1,91,0,93) : 1 > 0,93 >
0,91 +7s = 1}U{(0,0,1,1,0,0)} U{(0;0,1,91,72,0) : G2 >y2 > 0,01 + 7o =
1} U{(71,0,23,0,0,1) : @& > 0,23 > 0,&; + 5 = 1} U{(Z1,0,Z3,91,0,93) :
T1>0,23> 0,21 + 3= 1,91 > 0,93> 0,91 + y3 = 1} U {(%1,0,23,1,0,0) :
Z1> 0,23 > 0,7 + 23 =1} U{(1,0,0,91,0,93) : 91 > 0,935 > 0,91 + 43 =
1} U{(1,0,0,1,0,0)} U {(Z1,%2,0,0,0,1) : &y > T2 > 0,14+ T2 =1}. O

Example 5.6. Consider the By, Bs and S3 described in Example 5.1. Then
we calculate the set of all the weakly efficient solution of vector matrix game
(B1, B2). By Lemma 3.2.8, (Z,y) € S3 x S3 is a weakly efficient solution
of vector matrix game (Bj, By) if and only if there exist Ay = 0, Ay =
0, M+X=1, u1 =20, s =0, pg + p2 = 1 such that

g2 — (M1 — A2) U3 Z1
(*) —gl E NSS :Z'Q
(M — AU z3
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and

To — (1 — p2)T3 (7
(%) —I1 € Ns, | 2
(1 — p2)@ U3

Now using the relations (x) and (%), we determine the set sol(EVMG) which
is the set of all weakly efficient solutions of matrix game (By, By). Thus

o

(I) the case that (z1, T2, Z3) € S 3:

(x) <= (U1, 72,73) € Ss and there exist \; 2 0, A3 20, \1 + o =1, a €R
such that

Yo — (M — M)z =«
(M- =

(i) A1 =0, A2 = 1: In this case, there is no weakly efficient solution.
(i) At =1, Ao = 0: (50,85, 93) = (0, 3, 3)-
e in the case that (41, 9s, 73) = (0, 3,5):

(x%) <= (T1,T9,T3) € S3 and there exist 3 =0, po 20, p1+pus =1, a €
R and g = 0 such that
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(a) M1 = O, Mo = 1: (.Tl,.f'g,i'g) c {(.%'1,.%‘2,1‘3) LT = O, Ty = O, T3 =
0, 21+ a2+ 23 = —fF,0 = 0}. Hence (Z1,72,%3) € {(v1,22,23) : 1 =

0, zg 20, 23 20, 21 + 22 + 23 = 0}. But it does not satisfy the condition
(%1, T2, T3) € §3, so, in this case, there is no weakly efficient solution.

(b) H1 = 1, Lo = 0: (.Tl,.f'g,fg) c {(O,l‘g,l‘g) DTl = 5, T3 = #, To +
x3 = 1,0 = 0}. Hence (Z1, T2, Z3) € {(0,22,23) : 2322920, zo+x3 = 1}.

o
But it does not satisfy the condition (Z1, T2, Z3) € S 3, S0, in this case, there

is no weakly efficient solution.

DO [

(€) 1 >0, pg >0, pr+ po = 1: (T1, T2, T3) € {(0, 22, 23) : 72 =

T3 = %‘i‘%; 1'220, 1'320, To+ X3 = 1,,u1 >0, M2 >0, 1+ e =
1, 8 = 0}. Hence (Z1,%2,23) € {(0,x9,23) : @3 > 22 20, xo + 123 = 1}.

o
But it does not satisfy the condition (Z1,&s,Z3) € S 3, S0, in this case, there

is no weakly efficient solution.

(i) At > 0, A2 > 0, Ay + A =1 (91,92,92) € {(0,y2,43) : ¥z > ya =
0, y2 +ys =1}

e in the case that (g1, y2,93) € {(0,%2,y3) : ys > y2 >0, yo +ys = 1}:

(xx) <= (T1, T2, T3) € S3 and there exist 3 = 0,0 = 0,11 +ps =1, €R
and ( = 0 such that
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(a) 1 =0, pg = 1: In this case, there is no weakly efficient solution.
(b) H1 = 1, Lo = 0: (.Tl,.f'g,i'g) € {(O,l‘g,l‘g) P 321020, xotax3 = 1}

o
But it does not satisfy the condition (Z1, 2, Z3) € S 3, S0, in this case, there

is no weakly efficient solution.
(C) H1 > O, Mo > O, H1 + po = 1: (.Tl,.f'g,fg) € {(O,l‘g,l‘g) X3 > X9 =

0, x2 + 23 = 1}. But it does not satisfy the condition (z1,Zs, Z3) € §3, S0,

in this case, there is no weakly efficient solution.
e in the case that (71, 72,93) = (0,0,1):

(x%) <= (T1,T2,T3) € S3 and there exist py = 0, 10 20, 1 +p2 =1, € R,

£ =0 and v = 0 such that

To— (1 — p2)@3 =a—0

—I1 =o—7

(= p2)@y  =a

(a) 1 =0, po = 1: In this case, there is no weakly efficient solution.

(b) p =1, =0: (.f'l,ﬂ_?z,.f'g) € {(.Tl,l'g,l’g) TX = §7 xr3 =

2
2120, 2920, 2320, o1+ 22 + 23 = >0, v = 0}. Hence

O

DO [

L p
(:Z'la'i.%i'fﬂ) € {(xlax%xfﬂ) A % 07 0 <§ Z2 g %7 X3 % 07 1 +.T2+£C3 = 1}

By the condition (Z1, Za, Z3) € §3, in this case, {(Z1,%2,73,0,0,1) : z; >

0, 0<Ze <L 23>0, Ty + T2+ 73 =1} C sol(WEVMG).

27

(C) H1 > O, Mo > O, H1+ o = 1: (.Tl,.f'g,fg) c {(.%'1,.%‘2,1‘3) LT =

9 _ 1 2+ _ 1 H2+B8—
m’x2_§_2u1’x3_5+ 211 73:1%071'2%071.3%071‘1"_1‘2"‘
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xg = Ly > 0,p9 > 0,01 + o = 1,0 =2 0,7 = 0}. Hence (Z1,Z2,T3) €
{(.%'1,.%‘2,1‘3) Toxr = O, 0L 29 < %, T3 = O, X1+ X9 +x3 = 1} By the

o
condition (Z1, T, Z3) € S3, in this case, {(z1,Z2,73,0,0,1) : z; >0, 0 <

Ty <3, T3>0, T1 +ZTs+ T3 =1} C sol(WEVMG).

(IT) the case that (%1, T2, Z3) € {(0, 22, 23) : x2 >0, x3 > 0, xa+x5 = 1}:

(*) <~ (gl,gg,gg) c Sg and there exist \; = O, Ay = O, A+ = 1, aceR
and ( = 0 such that

o= (Ar—X)ys =a—p
_gl =«
()\1 S )\2)@1 = .

(i) A1 =0, A2 = 1: In this case, there is no weakly efficient solution.

(i) M =1, Ao =0: (41, 72:%3) € {(0,92,58) : v2=35—75, ys=35+
07 Y3 = 07 Y2 +yY3 = 175 = O} Hence (ghg?agfﬂ) = {(07g27g3> DY 2 Y2 =
0, ¥ +ys = 1}.

e in the case that (g1,72,73) € {(0,92,y3) : ys 2 y2 >0, yo +ys = 1}:

(x%) <= (T1,T9,T3) € S3 and there exist 3 =0, po 20, p1+pus =1, a €
R, 5 = 0 such that



(a) n =0, o = 1: In this case, there is no weakly efficient solution.

(b> =1, po =0 (flaf%ffﬂ) € {(O,l‘g,l‘g)
By the condition (Z1, Z2, Z3) € {(0,z2,23) :

in this case, {(0,Z2,Z3,0, Y2, Us3)

0, ¥2 +ys = 1} C sol (WEVMG).

a3 =229 >0, TotT3 = 1}.

.%'2>0, .%'3>0, .%'Q—i-l'g:l},

(C) H1 > O, Mo > O, H1 + o = 1: (.Tl,.f'g,fg) € (O,l‘g,l‘g) I XT3 > T2

0, xo + 23 = 1} By the condition (.Tl,.f'g,i'g) S {(O,l‘g,l‘g) D a9 >0, x3

0, xo + x3 = 1}, in this case, {(0, Z2, T3, 0, 72, U3)
Lys =2 9s >0, 9o+ ys =1} C soll(WEVMG).

e in the case that (91,92, 93) = (0,0,1):

D T3> To >0, To+ 23

(xx) <= (F1,T2,73) € S3 and there exist py = 0,2 = 0, 11 + po

l,aeR, =0 and v =0 such that

=a- 3
:a—’)/
=«

(a) pn =0, pe = 1: In this case, there is no weakly efficient solution.

(b> M1 = 17 M2 = 0: (flaf%ffﬂ) € {(l‘l,l‘g,l'g)

DO [

x1§0,0§x2

, ¥3 20, 1+ 29 + x5 = 1}. Hence (Z1, T2, Z3) € {(0,22,23) : 3 = 9

0, xo +x3 = 1} By the condition (.Tl,.f'g,i'g) S {(O,l‘g,l‘g) D a9 >0, x3

0, x2 +x3 = 1}, in this case, {(0, Z2,Z3,0,0, 1)

1} C sol(WEVMG).
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(¢) 1 >0, po > 0, p1 + po = 1o (Z1,%2,%3) € {(x1,20,23) : a1 =
0, 015 < %, x3 20, x1 + x9+ x5 = 1}. Hence (Z1, T2, Z3) € {(0, 29, x3) :
x3 > x9 > 0, x9 + x3 = 1}. By the condition (Z1, Zs, T3) € {(0, z9, x3)
x9 >0, x3 > 0, g + x3 = 1}, in this case, {(0,Z2,75,0,0,1) : T3 > To >

0, T2+ 23 = 1} C sol( WEVMG).

N[ =

(iii) At > 0, A2 > 0, At + X = 10 (71,92, 73) € {(0,92,y3) : y2 =

20 g = 1422 g 20, Y520, 2 +ys = LA > 0,0 > 0,8 = 0},
Hence (71,92, U3) € {(0,92,¥3) © y3 >y2 =0, y2 +y3 = 1}.

e in the case that (y1, U2, y3) € {(0,92,43) : ys>y2 >0, yo +ys = 1}:

(a) 1 = 0, g = 1: In this case, there is no weakly efficient solution.

(b) pn =1, us = 0: (&1, T2, T3) € {(0, 29, 23) : x3 =20 >0, xo+1x3=1}.
By the condition (Z1, Zg,a3) € {(0,22,23) : @2 >0, x3 >0, x9 + x5 = 1},

in this case, {(0,Z2,Z3,0,42,93) : T3 = &g > 0, To+ T3 =1, y3 > 2 >

0, 7 + 3 = 1} C sol(WEVMG).

(C) H1 > 0, Mo > 0: (.’fz,.f‘g,i‘g) < {(0,1‘2,1‘3) YLy > Xo > 0, To+ T3 = 1}
By the condition (Z1, Z2;Z3)-€ {(0,22,23) : 23>0, x3 >0, 29 + x5 = 1},
in this case, {(O,fg,fg,o,gg,gg) T3 > Ty >0, To+ T3 =1,9y3 > Yo >

0, ¥o +ys = 1} C sol(WEVMG).
e in the case that (71, 72,73) = (0,0,1):

(a) 1 =0, pg = 1: In this case, there is no weakly efficient solution.
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(b) pn =1, pe = 0: (Z1,Z2,73) € {(0,29,23) : x3 =29 >0, xo+x3=1}.
By the condition (Z1, T2, Z3) € {(0,22,23) : 22 >0, 3 >0, xo+2x3 =1}, in
this case, {(0,Z2,73,0,0,1) : T3 =Ty >0, T2+ T3 =1} C sol( WEVMG).

() pn > 0,2 > 0,1 + po2 = 10 (Z1,ZT2,%3) € {(0,22,23) : x3 > 29 >
0, xo + x3 = 1}. By the condition (z1,Z2,Z3) € {(0,x2,23) : x2 >0, x5 >
0, x9 + x3 = 1}, in this case, {(0,Z2,75,0,0,1) : Zg > Ty > 0, Tg + T3 =

1} C sol(WEVMG).

(III) the case that (Z1, Z2,Z3)=(0,0,1):

(*) <~ (gl,gg,gg) < Sg and there exist A\y = 0, Ay = 0, M+ = 1, a <€ R,
£ =0 and v = 0 such that

Yo— (M —X)ys =a—0
— - [ el
M —A)in =

(i) A1 =0, A2 = 1: In this case, there is no weakly efficient solution.

(11) )\1 = 17)\2 = 0: (ghg%gfﬂ) S {(y17y27y3) N % 07 0 § Y2 §

0, y1 +y2+ys =1}

%

y Y3

DO [

e in the case that (71,%2,73) € {(y1,¥2,93) : y1 >0, 0 < ya < %, ys >

0, i +y2+ys =1}

(xx) <= (T1,T2,T3) € S3 and there exist pg = 0,9 = 0,1 + 1o =
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1, € R such that

Ty — (1 — p2)%3 =«
—I1 =
(1 —p2)ty =«

(a) 1 =0, pg = 1: In this case, there is no weakly efficient solution.

(b) p1 = 1, p2 = 0: (%1, 9, 73) = (0, %, %) But it does not satisfy the
condition (Z1, Za, T3) = (0,0,1), so, in this case, there is no weakly efficient
solution.

(¢) 1 > O,pe > 0,1 + po = 1o (Z1,22,73) € {(0,29,23) : x3 >
x9 2 0, o + x5 = 1}. By the condition (Z1, Z2,%3) = (0,0, 1), in this case,
{(0,0,1,51,92.93) © 1 >0, 0< @ =% 93>0 jn+G+i=1}C
sol(WEVMG).

e in the case that (y1,92,93) € {(0,92,¥3) : ys > y2 >0, yo +ys = 1}:
(a) 1 =0, pg = 1: In this case, there is no weakly efficient solution.

(b) 1 =1, po = 0: (&1, Ta,@3) € {(0,29,23) &3 =10 20, zo+x3 = 1}.
By the condition (Z1, Za, Z3) = (0, 0,1), in thiscase, {(0,0,1,0,92,7s3) : U3 >
G2 >0, §o+ 73 = 1} C sol(WEVMQ).

() pn > 0,2 > 0,1 + p2 = 10 (ZT1,T2,%3) € {(0,22,23) : x3 > 19 =
0, o + 3 = 1}. By the condition (Z1,Z2,z3) = (0,0,1), in this case,
{(0,0,1,0,9,93) : ¥s > 2 >0, Jo+ Y3 = 1} C sol(WEVMG).

e in the case that (71, 792,73) = {(0,0,1)}:
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(a) 1 =0, pg = 1: In this case, there is no weakly efficient solution.

(b) M1 = 1, Mo = 0: (.Tl,.f'g,fg) € {((.%'1,1‘2,1‘3) N A O, 0L 29 L

, 3 20, x1+ 22+ 23 = 1}. By the condition (Z1, Zs, Z3) = (0,0, 1), in this

N[

case, {(0,0,1,0,0,1)} C sol( WEVMG).

(¢) 1 > 0,2 > 0,1 + po = 1: (1,9, %3) € {(x1,22,23) : 1 20, 0 <
To < 3, 13 20, 21 + 22 + 23 = 1}. By the condition (1, Zs, 3) = (0,0, 1),
in this case, {(0,0,1,0,0,1)} C sol( WEVMG).

e in the case that (71,72, J3) € {(y1,0,93) : 11 >0, y3 >0, y1+ys =1}:

(x%) <= (T1,T2,T3) € S3 and there exist py =0, ue = 0, py + e =

1, @« € R and 8 = 0 such that

Ty — (1 — p12)T3 = «
—I =a—0
(= p2)@y  =a

(a) 1 =0, po. = 1: In this case, there is no weakly effficient solution.

(b) w1 =1, pue = 0: (.f’l,.f’g,i'g) = {(.%'1,.(13'2,1‘3) T = §7 To = %, xr3 =

—g, 2120, 1920, 2320, x1+x2+23=1,5 = 0}. Hence (T, T2, T3) €

N[

{(z1,29,23) : 21 20, x3 =%, 23 20, 21 + 22 + 3 = 1}. But it does
not satisfy the condition (Z,Zs,Z3) = (0,0, 1), so, in this case, there is no
weakly efficient solution.

(C) n1 > O,,ug > O,,u1 + o = 1: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) X =

B _1 M2 _ 1, p2—p —
S L2 =5 — gy T3=5+ 505, 1120, 1220, 2320, 11+ T2+ 3=
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1,,u1 > O,,ug > O,B > O} Hence (.Tl,.f'g,fg) < {(.%'1,.%‘2,1‘3) N O, 0L
To < %, x3 20, r1+x9+x3 = 1}. By the condition (Z1, Zs, Z3) = (0,0,1), in

this case, {(0,0,1,91,0,93) : 91 >0, g3 >0, 51+ 73 = 1} C soll(WEVMG).
e in the case that (71, 72,73) = (1,0,0):

(xx) <= (T1,T2,Z3) € S3 and there exist pg = 0,02 = 0, 01 +po = 1,0 €
R, = 0 and v = 0 such that

(a) M1 = O,,U,g =1: (fl,fg,i’g) & {(.7}1,.%'2,.’13'3) cxry=1—a, z9+ 23 =
a, 120, 2920, 2320, 1 + 22+ 23 =1, € R}. Hence (T1,72,73) €
{(z1,29,23) © 1 20, g 20, x3 =20, &1 + 22 + 23 = 1}. By the condition

(Z1,Z2,3) = (0,0,1), in this case, {(0,0,1,1,0,0)} C sol( WEVMG).

(b) H1 = 1,/12 =0 (.Tl,.f'g,i'g) € {(.%'1,33'2,1’3) o = ﬂ%'y’ Ty =

HT”, 33'3:#, 2120, 29020, 2320, rr4+a: +r35=1a0cR 3=20,v=>
0}. Hence (Z1,Z2,%3) € {(w1,20,23) : 21 20, 3 <20 <1, 2320, 21 +
x9 + 23 = 1}. But it does not satisfy the condition (Z1, Z2, Z3) = (0,0, 1), so,

in this case, there is no weakly efficient solution.

(C) n1 > O,,ug > O,,u1 + o = 1: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) X =

- 1 - 1 - _
S Ty =5 — 5 33325‘1‘%7 2120, 2220, 2320, 21 +22+ 73 =

Lips > 0,u9 > 0,6 20,7 = 0}. Hence (Z1,Z2,%3) € {(x1,22,23) 1 1 =
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0, 2 20, 3 20, 1+x2+x3 = 1}. By the condition (Zy, Z2,z3) = (0,0, 1),
in this case, {(0,0,1,1,0,0)} C sol( WEVMG).
e in the case that (g1,72,73) € {(y1,42,0) : y1 > y2 >0, y1 +y2 = 1}:

(xx) <= (T1, T2, T3) € S3 and there exist u; = 0,00 20,1 +ps =1, €R
and (# = 0 such that

B (1~ pa)Fs = a
—I =
(pa = p2) @1 =a—0.

(a) 1 =0, po = 1: In this case, there is no weakly efficient solution.

(b) g1 = 1o = 0: (&1, %2, %3) = (0,5,3). But it does not satisfy the
condition (Zy,Ts,x3) = (0,0,1), so, in this case, there is no weakly efficient
solution.

() ur > 0,p2 > 0,p1 =+ e = Lt (&1,%9,73) € {(21,22,23) @ 1 =
T 372:%_2“7217 :rg:%—irﬁ, 2120, 2920, 2320, 21 + 29 + T3 =
Lipr > 0,up > 0,8 2 0} Hence (#1,Za,73) € {(0,29,23) : 235 > x9 =
0, o + 3 = 1}. By the condition (Z1,Z2,z3) = (0,0,1), in this case,
{(0,0,1,1,0,0)} C sol(WEVMG).

(iii) A1 > 0,2 > 0, A1+ Xo =1 (71,92, 93) € {(y1,92,43) 1 y1 =20, 0< g0 <

%7 y3§07 yl+y2+93:1}

e in the case that (71, %2,73) € {(y1,¥2,93) : 11 >0, 0 <y < %, Y3 >
0, Y1 +y2+ys =1}
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(a) pn =0, o = 1: In this case, there is no weakly efficient solution.

(b) 1 = 1, uo = 0: In this case, there is no weakly efficient solution.

(¢) 1 > 0,0 > 0,1 + po = 1: (Z1,%2,23) = (0,0,1). By the condition
(Z1,Z2,%3) = (0,0,1), in this case, {(0,0,1,%1,92,%3) : 71 >0, 0 < g <
2, U3 >0, §1 + %2+ 73 = 1} C sol(WEVMG).

e in the case that (g1,72,73) € {(0,92,y3) : ys >y2 >0, yo +ys = 1}:

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

(b) M1 = 1,/12 =0: (fl,fg,fg) = (0,0, 1) By the condition (.Tl,.f'g,fg) =
(07071>7 in this case, {(070,1,(],@2,@3) i ¥ ) Ba 07 Y2 + Y3 = 1} -
sol(WEVMG).

(¢) 1 > 0, > 0,4 + po = 1: (Z1,%2,%3) = (0,0,1). By the condition
(flaf%ffﬂ) = (0707 1)7 in this Case, {(0707 1707 527273) D Ys > Y2 > 07 Y2+Ys =
1} C sol(WEVMG).

e in the case that (71, 792,y3) = (0,0,1):
(a) 1 = 0, poe = 1: In this case, there ismo weakly efficient solution.

(b) M1 = 1,/12 =0: (.Tl,.f'g,fg) = (0,0, 1) By the condition (.Tl,.f'g,fg) =
(0,0,1), in this case, {(0,0,1,0,0,1)} C sol( WEVMG).

(¢) 1 > 0,0 > 0,1 + po = 1: (Z1,%2,23) = (0,0,1). By the condition
(Z1,Z2,3) = (0,0,1), in this case, {(0,0,1,0,0,1)} C sol( WEVMG).

e in the case that (71,%2,93) € {(y1,0,93) : v1 >0, y3 >0, y1+ys =1}

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.
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(b) 1 = 1, uo = 0: In this case, there is no weakly efficient solution.

(¢) 1 > 0,0 > 0,1 + po = 1: (Z1,%2,23) = (0,0,1). By the condition
(.Tl,.f'g,i'g) = (0,0, 1), in this case, {(0,0, 1,@1,0,@3) s >0, y3 >0, y1 +
ys = 1} C sol(WEVMG).

e in the case that (71, 72,73) = (1,0,0):

(a) pn = 0, 2 = 1: (%1, %2, 3) = (0,0,1). By the condition (Zy,Z2, T3) =
(0,0,1), in this case, {(0,0,1,1,0,0)} C sol( WEVMG).

(b) 1 = 1, uo = 0: In this case, there is no weakly efficient solution.

(¢) 1 > 0,0 > 0,1 + po = 1: (T1,%2,%3) = (0,0,1). By the condition
(Z1,Z2,3) = (0,0, 1), in this case, {(0,0,1,1,0,0)} C sol( WEVMG).

e in the case of (¥1,92,Y3) € {(¥1,92,0) : y1 > 2 >0, y1 +y2 =1}
(a) 1 = 0,2 = 1: In this case, there is no weakly efficient solution.
(b) 1 = 1,12 = 0: In this case, there is no weakly efficient solution.

(¢) 1 > 0, > 0yp1 + po = 10 (Z1,%2,73) = (0,0,1). By the condition
(.Tl,.f'g,i'g) = (0,0, 1), in this case, {(0,0, 1,@1,@2,0) DY > Y > O, Y1+1Y2 =
1)} C sol(WEVMG).

(IV) the case that (Z1, T2, 73) € {(21,0,23) : 1 >0, 23>0, 1+ 23 =
1}:

(*) <~ (gl,gg,gg) € Sg and there exist A\; = O, Ay = O, A+ = 1, aceR
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and (= 0 such that
o= (M= N)is =a
U =a—(

()\1 — )\2)@1 = Q.

(i) A1 =0, A2 = 1: In this case, there is no weakly efficient solution.

(11> At =1, A =0 (glag%gfﬂ) € {(y17y27y3> Dy 20, yp = %7 Yz 2
0, y1 +y2 +ys = 1}.
e in the case that (51,9, 73) € {(y1,y2,43) = 91 >0, y2 = 5, y3 >

0, y1 +y2 +y3=1}.

(xx) <= (T1,T2,T3) € S3 and there exist p1 = 0,0 = 0,1 + o =

1, € R such that

To— (11 — p2)¥3 =«
—3_71 =
(1 —p2)Ty =«

(a) pn = 0, po = 1: In this case, there is no weakly efficient solution.

(b) p1 = Lpue = 0: (Z1,Z2,23) = (O, %, %) But it does not satisfy the
condition (Z1, T2, Z3) € {(x1,0,23) : x1 >0, 3 > 0, 1 + 23 = 1}, so, in

this case, there is no weakly efficient solution.

(C) H1 > O,,ug > O,,u1 + H2 = 1: (.Tl,.f'g,fg) c {(O,l‘g,l‘g) X3 =

x9 2 0, x93 + x3 = 1}. But it does not satisfy the condition (z1, T2, Z3) €
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{(z1,0,23) : 21 >0, 3 > 0, x; + x3 = 1}, so, in this case, there is no

weakly efficient solution.
e in the case that (1,72, ¥3) = (3, 3,0):

(xx) <= (T1, T2, T3) € S3 and there exist 3 = 0,0 2 0,11 +ps =1, €R
and ( = 0 such that

(a) 1 = 0, o = 1: In this case, there is no weakly efficient solution.

(b) g1 = 1,2 = 0: (&1, %2, T3) = (0,3,3). But it does not satisfy the
condition (Zy, T, Z3) € {(x1,0,23) : 23 >0, 3 > 0, x4 + x5 = 1}, so, in

this case, there is no weakly efficient solution.

(¢) 1 > 0 pe > 0,1 4+ po = 1o (T1,%2,73) € {(0,22,23) : x3 >
x9 2 0, z9 + x3 = 1} But it does not satisfy the condition (z1, T2, Z3) €
{(z1,0,23) : 21 > 0; 23>0, x1 +&3 = 1}, so, in this case, there is no
weakly efficient solution.

e in the case that (y1,%s,73) = (0,1,3):

(xx) <= (T1, T2, T3) € S3 and there exist 3 = 0,0 20, 11 +ps =1, €R
and # = 0 such that
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(1 —p2)ty =«

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/12 =0: (.Tl,.f'g,fg) € {(O,l‘g,l‘g) 0L L X3, To+ T3 = 1}
But it does not satisfy the condition (Z1, Z2, Z3) € {(x1,0,23) : 1 >0, x3 >
0, x1 + x3 = 1}, so, in this case, there is no weakly efficient solution.

(c) 1 > O,pp > Oy 4 po = 1o (71,22, 73) € {(0,22,23) : w3 >
x9 2 0, x93 + 3 = 1}. But it does not satisfy the condition (z1, T2, Z3) €

{(z1,0,23) = @1 >0, xz3> 0, x; + &3 = 1}, so, in this case, there is no

weakly efficient solution.

(111) )\1 > 07 )\2 > 07 )\1 N )\2 = 1: (51752753) g {(y17y27y3) N % 07 0 g
Yo < 5, Y3 20, 41+ 9o + Y= 1}.

e in the case that (7g, 2, U3) € {(y1,y2,93) « y1 >0, 0 < yo < %, Y3 >
0, y1 +y2+ys =1}

(a) pn =0, pe = 1: In this case, there is no weakly efficient solution.

(b) pn = 1, p2 = 0: (&1, T2, 23) = (0, %,%) But it does not satisfy the

condition (Z1, T2, Z3) € {(x1,0,23) : x1 >0, 3 > 0, 1 + 23 = 1}, so, in

this case, there is no weakly efficient solution.

() pp >0, po > 0, pp + pe = 1: (T1,72,73) € {(0,2,23) : 23 >

x9 2 0, x93 + x3 = 1}. But it does not satisfy the condition (z1, T2, Z3) €
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{(z1,0,23) : 21 >0, 3 > 0, x; + x3 = 1}, so, in this case, there is no

weakly efficient solution.
e in the case that (g1, 792,73) € {(0,92,y3) : 3> y2>0, yo+ys =1}
(a) pn =0, po = 1: In this case, there is no weakly efficient solution.

(b) 1 = 1, Lo = 0: (.Tl,.f'g,fg) < {(O,l‘g,l‘g) D X3 = X9 = O, To+T3 = 1}
But it does not satisfy the condition (Z1, Z2, Z3) € {(x1,0,23) : 1 >0, x3 >
0, x1 + x3 = 1}, so, in this case, there is no weakly efficient solution.

() 1 > 0, po > 0, py + po =1 (T1,72,73) € {(0,22,23) : x5 >
x9 2 0, z9 + x3 = 1}. But it does not satisfy the condition (z1, T2, Z3) €
{(z1,0,23) : a1 >0, 3 > 0, x; + x3 = 1}, so, in this case, there is no
weakly efficient solution.

e in the case that (71, 72,93) = (0,0,1):

(a) pn =0, uo = 1: In this case, there is no weakly efficient solution.

(b) 1 =1, pp = 0: (T1,@2,%3) € {(w1,22,23) : 120, 0 <2y <

, ¥3 20, x1 + x2 + 3= 1}. By the condition (&1,Zs,73) € {(x1,0,x3)

DO [

x1 >0, x3 >0, 1+ 23 = 1};in this case, {(21,0,73,0,0,1) : z1 >0, T3 >
0, 1 + Z3 = 1} C sol(WEVMG).
(C) H1 > O, Mo > O, H1+ o = 1: (.Tl,.f'g,fg) c {(.%'1,.%‘2,1‘3) T =

0, 0 <19 < %, x3 20, x1 + x9 + x5 = 1}. By the condition (z1, %2, T3) €

{(21,0,23) : &1 >0, x3 >0, 1+ x3 = 1}, in this case, {(71,0,73,0,0,1) :

71> 0, T3>0, Tt + 73 = 1} C sol(WEVMQ).
e in the case that (71,%2,93) € {(y1,0,93) : v1 >0, y3 >0, y1+ys =1}
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(a) n =0, o = 1: In this case, there is no weakly efficient solution.

%

(b) w1 =1, pe = 0: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) s 20, 2y = %, X3
0, 1 + x2 + 3 = 1}. But it does not satisfy the condition (Zy,Zs,Z3) €
{(z1,0,23) : 21 >0, 3 > 0, x; + x3 = 1}, so, in this case, there is no

weakly efficient solution.

(C) H1 > O, Mo > O, H1 + o = 1: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) LT =
0, 0 <19 < %, x3 20, x1 + x9 + x3 = 1}. By the condition (z1, %2, T3) €

{(21,0,23) : ®y >0, 3 >0, x1+x3 = 1}, in this case, {(Z1,0, Z3,71,0,73) :

T > O, T3 > 0, T+ g = 1, Uy > 0, Yz > O, Y1 +Ys = 1} - SOl(WEVMG)

e in the case that (71, 72,73) = (1,0,0):

%

(a) M1 = 0, Mo = 1: (fl,fg,i’g) € {(.Tl,.fll'g,.’li'g) Y = O, Ty = O, X3
0, 1 + 22 + x3 = 1}. By the condition (%, 72, 73) € {(x1,0,23) : z >
0, z3 > 0, &1 + x3 = 1}, in this case, {(%,0,73,1,0,0) : z; > 0, T3 >

0, 71 + 3 =1} C sol(WEVMG).

(b) p1 = 1, e = 0: (Z1,%2,%3) € {(z1,22,23) @ a1 20, 19 = 23 =
0, 1 + x2 + 3 = 1}. But it does not satisfy the condition (Z;,Zs,Z3) €
{(z1,0,23) : 21 >0, 3 > 0, x; + 3 = 1}, so, in this case, there is no
weakly efficient solution.

(¢) 1 >0, po > 0, p1 + po = 1o (Z1,%2,73) € {(x1,20,23) : a1 =
0, zg 2 0, 3 = 0, 1 + x9 + 23 = 1}. By the condition (Z,Ts,T3) €
{(21,0,23) : &1 >0, x3 >0, 1+ x3 = 1}, in this case, {(71,0,73,1,0,0) :

71 >0, T3 >0, T + T3 = 1} C sol(WEVMG).
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e in the case that (g1, 72,73) € {(y1,%2,0) : y1 > y2 >0, y1 +y2 = 1}:

(a) pp =0, e = 1: In this case, there is no weakly efficient solution.

(b) pn = 1, p2 = 0: (&1, T2, 23) = (0, %,%) But it does not satisfy the
condition (Z1, T2, Z3) € {(x1,0,23) : x1 >0, 3 > 0, 1 + 23 = 1}, so, in
this case, there is no weakly efficient solution.

() ur >0, po >0, py + po = 1: (1,2, 73) = (0,0,1). But it does not
satisfy the condition (Z1, Z2, Z3) € {(21,0,23) : 1 >0, 3 > 0, x1+x3 = 1},

so, in this case, there is no weakly efficient solution.

(V) the case that (z1,Z2,Z3) = (1,0,0):

(*) < (gl,gg,gg) c Sg and there exist )\1 > O, )\2 > O, )\1 + )\2 = 1,0& <
R, = 0,7 = 0 such that

o — (M — X))z =«
_ ] =a—f
(A1 — X)) = o=

(i) M =0, =1: (§1,%2,U3) € {(y1:92:93) 7 11 =20,y 2 0,y3 = 0,91 + 42 +
ys = 1}.

o

e in the case that (41,72,73) € S3:

(a) H1 = O,,ug =1: (.Tl,.f'g,fg) c {(.%'1,.%‘2,1‘3) DX+ 29+ 13 = O} But it
does not satisfy the condition (Z1, Z2, Z3) = (1,0,0), so, in this case, there is

no weakly efficient solution.
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(b) = L pp = 0: (Z1,%2,73) = (0,3, 3). But it does not satisfy the
condition (Z1, Za, T3) = (1,0,0), so, in this case, there is no weakly efficient
solution.

(C) H1 > O,,ug > O, H1 + o = 1: (.Tl,.f'g,fg) € {(O,l‘g,l‘g) X3 > X9 =
0, x5 + x3 = 1}. But it does not satisfy the condition (Z1, Z2, Z3) = (1,0, 0),
so, in this case, there is no weakly efficient solution.

e in the case that (71,72,93) € {(0,y2,y3) @ y2 >0, y3 >0, yo+ys =1}

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/12 =0 (i‘l,fg,fg) - {(0,.’152,.7}3) X3 =Ty = 0, To+2T3 = 1}
But it does not satisfy the condition (Z1,Z2, Z3) = (1,0,0), so, in this case,
there is no weakly efficient, solution.

(¢) 1 > 0,2 >0, iy + po = i (Ty, @2, %3) € {(0,72,23) : 23 > 22 >
0, x5 + x3 = 1}. But it does not satisfy the condition (zy, Z2, z3) = (1,0,0),
so, in this case, there is no weakly efficient solution.

e in the case that (g1, 92, 73) = (0,0,1):

(a) 1 = 0, po = 1:-In this case, there is no weakly efficient solution.

(b) [ 1,/12 = 0: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) Loxr = O, 0L <

, 3 20, x1+ 22+ 23 = 1}. By the condition (Z1, Z2, Z3) = (1,0,0), in this

DO [

case, {(1,0,0,0,0,1)} C sol( WEVMG).
(¢) 1 > 0,0 >0, p1 4 pp = 1: (T1, %0, T3) € {(21,20,23) : 120, 0<
To < 5, w3 2 0, 71 + T2 + 3 = 1}. By the condition (1, Z2, Z3) = (1,0,0),

in this case, {(1,0,0,1,0,0)} C sol( WEVMG).
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e in the case that (71,%2,93) € {(y1,0,93) : v1 >0, y3 >0, y1+ys =1}

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

%

(b) M1 = 1,/12 = 0: (.Tl,.f'g,fg) < {(.%'1,.%‘2,1‘3) Lr = O, Ty = %, X3
0, 1 + o + x3 = 1}. But it does not satisfy the condition (Zi, Zs, T3) =

(1,0,0), so, in this case, there is no weakly efficient solution.
(C) H1 > O,,ug > O, H1+ o = 1: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) T = O, 0L
Ty < %, x3 20, r1+x9+x3 = 1}. By the condition (Z1, Zs, Z3) = (1,0,0), in

this case, {(1,0,0,91,0,93) : y1 >0, 93>0, 51 +7y3 = 1} C soll(WEVMG).
e in the case that (41,92, 93) = (1,0,0):

(a) w1 = 0,y = 1t (.Tl,.f'Q,i'g) S {(1'1,33'2,1'3) s =20, 9 20, 3 =
0, 1 + x2 + x5 = 1}. By the condition (%, 73, 73) = (1,0,0), in this case,
{(1,0,0,1,0,0)} C sol(WEVMG).

(b) 1 = 1,,u2 =0: (fl,fg,i’g) c {(.Tl,.’l/’g,l'g) T = 0, Lo = X3 = O, X1+
x9 + 3 = 1}. But it does not satisfy the condition (Z1, Zs, Z3) = (1,0, 0), so,
in this case, there is no weakly efficient solution:

(C) H1 > O,,ug > O, 1+ e = 1: (fl,fQ,.f'g) c {(.%'1,1‘2,1‘3) T T = O, Ty =
0, z3 =20, 21+ x2+x3 = 1}. By the condition (z1, Z2, Z3) = (1,0, 0), in this
case, {(1,0,0,1,0,0)} C sol( WEVMG).

e in the case that (71,%2,93) € {(y1,42,0) : y1 >0, y2 >0, y1+y2 =1}

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.
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(b) p1 = Lipe = 0: (Z1,Z2,23) = (O, %, %) But it does not satisfy the
condition (Z1, Za, T3) = (1,0,0), so, in this case, there is no weakly efficient
solution.

(C) H1 > O,,ug > O, H1 + o = 1: (.Tl,.f'g,fg) € {(O,l‘g,l‘g) X3 > X9 =
0, x5 + x3 = 1}. But it does not satisfy the condition (Z1, Z2, Z3) = (1,0, 0),

so, in this case, there is no weakly efficient solution.
e in the case that (71, 72,73) = (0,1,0):

(%) <= (Z1,T9,73) € S3 and there exist u1 = 0,0 =2 0,11 + o = 1, ¢ €
R, =0, v = 0 such that

To— (1 — p2)Ts =a—0
—X1 =

(n —p2)T1 = a =~

(a) 1 = 0,0 = 10 (T1,@2,%3) € {(T1, %2, 23) : 1+ 23+23=—0, 11 =
0, 020, 2320, 3 +22+2x3 =1, = 0}. But it does not satisfy the
condition (Z1, Za, T3) = (1, 0,0), so, in this.case, there is no weakly efficient
solution.

(b) g = Lpg = 0: (21,72, 73) € {(21,22,23) : @1 = —%, @2 =1+
B as =342 2120, 2220, 2320, ;y+a2+a3=1, 320, v =0}
Hence (Z1,Z2,%3) € {(0,22,23) : @3 = 29 2 0, 9+ x5 = 1}. But it does
not satisfy the condition (Z,Zs,Z3) = (1,0,0), so, in this case, there is no

weakly efficient solution.
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(C) H1 > O,,ug > O, H1+ o = 1: (.Tl,.f'g,fg) < {(.%'1,.%‘2,1‘3) X =
_ﬁ7 2:%_ﬂ+21ﬁ1_77 x3:%+ﬂ2—zl;27 33'1%0, .1'2%0, .1'3%0, 33'1+.T2+.T3:
1, pp 20,9 20,6 =20, v =0}. Hence (Z1,%2,73) € {(0,29,23) : x5 >

x9 2 0, xo + 23 = 1}. But it does not satisfy the condition (Z1, Zo, Z3) =

(1,0,0), so, in this case, there is no weakly efficient solution.

(i) M =LA =0: (71,92.03) € {(y1,92,93) : 1120, y2 =2 y3 =20, y1 +
Yo +ys3 = 1}.

e in the case that (71, %2,93) € {(y1,¥2,93) + vy1 >0, y2=y3 >0, y1 +
Yo +ys3 = 1}

(a) 1 = 0, o = 1: In this case, there is no weakly efficient solution.

(b) p1 = 1, e = 0: (&1,%2,23) = (0, %, %) But it does not satisfy the
condition (Z1, Ta,3) = (1,0,0), so, in this case, there is no weakly efficient
solution.

(C) H1 > O,Mg > 0, H1 + e = 1: (fl,fz,i’g) € {(0,1‘2,1'3) X3 > X9 =
0, x5 + x3 = 1}. But it.does not satisfy the condition (Z1, Z2, Z3) = (1,0, 0),

so, in this case, there is no-weakly efficient.solution.
e in the case that (g1,72,73) € {(y1,%2,0) : y2 >y1 >0, y1 +y2 = 1}:
(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

(b) p1 = Lo = 0: (Z1,Z2,23) = (O, %, %) But it does not satisfy the
condition (Z1, Za, T3) = (1,0,0), so, in this case, there is no weakly efficient

solution.
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(C) H1 > O,,ug > O, H1 + o = 1: (.Tl,.f'g,fg) < {(O,l‘g,l‘g) N R
0, x5 + x3 = 1}. But it does not satisfy the condition (Z1, Z2, Z3) = (1,0, 0),
so, in this case, there is no weakly efficient solution.

e in the case that (71, 72,73) = (0,1,0):

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/12 =0: (.Tl,.f'g,i'g) < {(O,l‘g,l‘g) X3 =2 Ty = O, To+2T3 = 1}
But it does not satisfy the condition (Z1,Z2,Z3) = (1,0,0), so, in this case,
there is no weakly efficient solution.

(C) H1 > O,IMQ > O, Mt + o = 1: (fl,fg,fg) & {(0,1‘2,1‘3) X3 > X9 =
0, x5 + x3 = 1}. But it does not satisfy the condition (Z1, Z2, Z3) = (1,0, 0),

so, in this case, there is no weakly efficient, solution.

e in the case that (71, 72,73) € {(0,¥2,43) : y2 > y3 >0, y2 +y3 = 1}:

(a) 1 = 0, e = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/1,2 =0: (.Tl,.f’z,.ff'g) & {(O, l’g,l‘g) X3 =Ty = 0, To+2T3 = 1}
But it does not satisfy the condition (Z1, Z2,Z3) = (L, 0,0), so, in this case,

there is no weakly efficient solution.

(C) H1 > O,,ug > O, H1 + o = 1: (.Tl,.f'g,fg) < {(O,l‘g,l‘g) I XT3 > Ty >
0, x5 + x3 = 1}. But it does not satisfy the condition (Z1, Z2, Z3) = (1,0, 0),

so, in this case, there is no weakly efficient solution.

(iii) Ay >0, A2 >0, A+ X =10 (71,92, 73) € {(W1,¥2,43) = 1 20,92 =
0,93 =2 0,91 +y2 +y3 = 1}.

o

e in the case that (41,72,73) € S3:
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(a) M1 = O,,ug =1: (.Tl,.f'g,i'g) c {(.%'1,.%‘2,1‘3) DX+ X9+ a3 = O} But
it does not satisfy the condition (Z1, Zs, Z3) = (1,0,0), so, in this case, there

is no weakly efficient solution.

(b) g1 = 1,0 = 0: (Z1,T2,73) = (0,%,1). But it does not satisfy the
condition (Z1, Za, T3) = (1,0,0), so, in this case, there is no weakly efficient
solution.

(C) H1 > O,,ug > O, H1 + o = 1: (.Tl,.f'g,fg) € {(O,l‘g,l‘g) X3 > X9 =
0,22 + x3 = 1}. But it does not satisfy the condition (Z1, Zs, Z3) = (1,0,0),

so, in this case, there is no weakly efficient solution.

e in the case that (71,72,73) € {(0,y2,y3) + y2 >0, y3 >0, yo+ys = 1}:
(a) 1 = 0, o = 1: In this case, thereis no weakly efficient solution.
(b) M1 = 17,“/2 = 0: (3_717'%27%3) € {(0,.’172,.’173) - X3 = €2 > 07 To+2T3 = 1}

But it does not satisfy the condition (&1, Z2,x3) = (1,0,0), so, in this case,

there is no weakly efficient solution.

(C) H1 > 0,,&2 > O, 1+ o = 1: (.Tl,.f'g,fg) (S {(0,1‘2,1‘3) I XT3 > Ty >
0, x5 +x3 = 1}. But it does not satisfy the condition (Z1, Z2, z3) = (1,0,0),

so, in this case, there is no weakly efficient solution.
e in the case that (71, 72,73) = (0,0,1):
(a) 1 =0, po = 1: In this case, there is no weakly efficient solution.

(b) i = Lipg = 0: (%1,72,73) € {(v1,22,23) : 21 20, 0 < 2y <

, 3 20, x1+ 29+ 23 = 1}. By the condition (Z1, Z2, Z3) = (1,0,0), in this

DO [

case, {(1,0,0,0,0,1)} C sol( WEVMG).
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(C) H1 > O,,ug > O, H1+ o = 1: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) T = O, 0L
Tg < %, x3 20, x1 + 22 + x3 = 1}. By the condition (z1,Z2, Z3) = (1,0,0),
in this case, {(1,0,0,1,0,0)} C sol( WEVMG).

e in the case that (71,%2,93) € {(y1,0,93) : v1 >0, y3 >0, y1+ys =1}

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

%

(b) M1 = 1,/12 = 0: (.Tl,.f'g,fg) € {(.%'1,.%‘2,1‘3) T = O, Ty = %, X3
0, 1 + zo + x3 = 1}. But it does not satisfy the condition (Zi, Zs, T3) =

(1,0,0), so, in this case, there is no weakly efficient solution.

(C) H1 > O,,ug > 0, e 1: (.Tl,.f'g,i’g) & {(.1'1,1‘2,1‘3) T = O, 0L
To < %, x3 2 0, w1 +xs+x3 = 1}. By the condition (Z1, 3, 73) = (1,0,0), in

this case, {(1,0,0,91,0,93) : y1 >0, g3 >0, 71 +y3 = 1} C sol(WEVMG).
e in the case that (91, 2, 93) = (1,0,0):

(a) M1 = O,,U,z = 1: (fl,fg,i’g) c {(.Tl,.’l/’z,.’l,‘g) Dr = O, To = O, T3 =
0, 1 + x2 + x5 = 1}. By the condition (Z1, Zs, z3) = (1,0,0), in this case,
{(1,0,0,1,0,0)} € sol(WEVMG).

(b) 1 = 1, uo = 0: (Z1, Tay@3) € {(Z1,@9,73) @ 120, 29 223 20, 21+
x9 + 23 = 1}. But it does not satisfy the condition (Z1, Z2, T3) = (1,0, 0), so,
in this case, there is no weakly efficient solution.

() 1 > 0,0 >0, py+ps = 1: (Z1,%2,%3) € {(z1,22,23) : 1 20, 29 =
0, z3 =20, 21+ x2+x3 = 1}. By the condition (z1, Z2, Z3) = (1,0, 0), in this
case, {(1,0,0,1,0,0)} C sol( WEVMG).

e in the case that (71,%2,93) € {(y1,42,0) : y1 >0, y2 >0, y1+y2 =1}
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(a) 1 =0, po = 1: In this case, there is no weakly efficientt solution.

(b) p1 = Lipe = 0: (Z1,Z2,23) = (O, %, %) But it does not satisfy the
condition (Z1, Za, T3) = (1,0,0), so, in this case, there is no weakly efficient

solution.
(C) M1 > O,,ug > O, H1 + o = 1: (.Tl,.f'g,fg) < {(O,l‘g,l‘g) N R D
0, x5 + x3 = 1}. But it does not satisfy the condition (Z1, Z2, Z3) = (1,0, 0),

so, in this case, there is no weakly efficient solution.
e in the case that (71, 72,73) = (0,1,0):

(a) . = 0, 2 = 1+ (Z1, To, T3) € {(T1, 2, 23) @1+ 22+ 23 =—F, 27 =
0, 020, 23 20, 1 +22+2x3 =1, § = 0}. But it does not satisfy the
condition (Z1, Zs,x3) = (1,0,0), so, in this case, there is no weakly efficient
solution.

(b) g1 = Lpp = 0t (T1,@2,%3) € {(@1,82,23) : @1 = 1, 20 =1+
28 gy =148 2020, 2,20, 2320, 1+ 22+13=1,320, v =0}
Hence (Z1,Z2,23) € {(0,22,23) : o3 = 29 2 0, g+ x3= 1}. But it does
not satisfy the condition (&g, @3, zg) = (1,0,0), so, in this case, there is no
weakly efficient solution.

(¢) 1 > 0o > 0, py + pe = 10 (21,22, 73) € {(21,20,23) : 1 =

—gur L2 = %—%721_77 T3 = %—i‘ﬂ;ﬁ, 2120, 2920, 2320, z1+22+1w35 =
1, pp 20,0 20,6 =20, v =0}. Hence (Z1,%2,73) € {(0,29,23) : x5 >
x9 2 0, xo + 23 = 1}. But it does not satisfy the condition (Z1, Zo, Z3) =

(1,0,0), so, in this case, there is no weakly efficient solution.
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(VI) the case that (Z1, T2, T3) € {(z1,22,0) : 21 >0, 29 >0, 1+ 29 =
1}:
(*) <~ (gl,gg,gg) € Sg and there exist \; = O, Ao = O, A+ Ay = 1,0& €
R, 5 = 0 such that

Yo — (M — M)z =«
(A1 — X2)th =a—f.

(i) A1 =0, Ay = 1: In this case, there is no weakly efficient solution.
(i) A =1, A2 = 0: (1,72, 53) = (0,3, 3)-
e in the case that (J1,%,7s) = (0, 5,3):
(a) 1 =0, pe = 1: In this case, there is no weakly efficient solution.
(b) p1 = Lps = 0: (&, T2, T3) = (0,5,3). But it does not satisfy the

condition (Z1,Zs,Z3) € {(z1,22,0) : 1 >0, 29 > 0, 214+ 2o = 1}, ao, in

this case, there is no weakly efficient solution.

(¢) ur > O,p2 > 0, p1 +po = 1 (21,%2,73) € {(0,29,23) : x3 >
x9 2 0, x93 + x3 = 1}. But it does not satisfy the condition (z1,Z2,Z3) €
{(z1,29,0) : 21 >0, o > 0, x1 + x2 = 1}, so, in this case, there is no
weakly efficient solution.

(i) Ay >0, Ao >0, M+ X2 =1 (71,72,73) € {(0,y2,93) : y3s > ya >
0, y2 +ys = 1}.

e in the case that (g1, 72,73) € {(0,92,y3) : ys >y2 >0, yo +ys = 1}:
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(a) pn =0, o = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/12 =0: (.Tl,.f'g,i'g) € {(O,l‘g,l‘g) X3 =2 Ty = O, To+2T3 = 1}
But it does not satisfy the condition (Z1, Z2, Z3) € {(x1,22,0) : 21 >0, 2o >

0, o1 + x2 = 1}, so, in this case, there is no weakly efficient solution.

(c) pr > O,p2 > 0, py 4 po = 1: (T1,%2,73) € {(0,22,23) : x3 >
x9 2 0, x93 + x3 = 1}. But it does not satisfy the condition (z1, T2, Z3) €
{(z1,29,0) : 1 >0, o0 > 0, x1 + x2 = 1}, so, in this case, there is no
weakly efficient solution.

e in the case that (71,92, y3) = (0,0, 1):

(a) 1 = 0, o = 1: In this case, there is no weakly efficient solution.

(b) M = 1,,&2 =0: (i’l,i’g,i’g) e {(.7}1,.%‘2,.%'3) o 20, 0L 29 £

, 3 =20, z1 + x9 + 13 = 1}. By the condition (71, T2, Z3) € {(x1, 22,0)

DO [

x1 >0, xo > 0, 1 + x9 = 1}, in this case, {(71,72,0,0,0,1) : T = Ty >

0, Z1 + T2 = 1} C sol (WEVMG).

IV

(C) H1 > O,IUQ > 0, H1+ o = 1: (.Tl,.f'z,i'g) S {(.%'1,.%'2,1‘3) A
0, 0 <19 < %, x3 2 0,21 + @9 + x5 = 1} By the condition (z1, %2, T3) €
{(z1,22,0) : &1 >0, 2 >0, 1+ x2 = 1}, in this case, {(Z1,72,0,0,0,1) :

T1> o> 0, Ty + Ty = 1} C sol(WEVMG).

(VII) the case that (Z1,Z2, z3) = (0, 1,0):

(*) <~ (gl,gg,gg) € Sg and there exist \; = O, Ao = O, A+ Ay = 1,0& €

R, = 0,7 = 0 such that
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Jo— (M — X))z =a—p

(A=X)n =a—1.

(i) Ay =0, Ay = 1: In this case, there is no weakly efficient solution.

(i) M =1, Ao =0: (71,52, 95) € {(0,92,93) + y3=2y220, y2+ys =1},
e in the case that (g1,72,73) € {(0,92,y3) : ys 2 y2 >0, yo +ys = 1}:
(a) 1 = 0, po = 1: In this case, there is no weakly efficient solution.
(b) 1 =1, o= 0: (Z1, T2, T3) € {(0,x2,23) = T3 = a2 20, zo+x3=1}.

But it does not satisfy the condition (&4, Z2, 73) = (0,1,0); so, in this case,

there is no weakly efficient solution.

(C) p1 > 07,“2 > 07 M1 +:u’2 = L: (51752753> € {(O,.Tg,l'g) X3 > T2 >
0, x5 +x3 = 1}. But it does not satisfy the condition (%, Z2, z3) = (0, 1,0),
so, in this case, there is no weakly efficient solution.

e in the case that (91, y2;43) = (0,0, 1):

(a) p1 = 0, o = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/12 =0: (.Tl,.f'g,fg) < {(.%'1,.%‘2,1‘3) A O, 029 £ %, T3 =
0, 1 + xo + x3 = 1}. But it does not satisfy the condition (Zi, Zs, T3) =

(0,1,0), so, in this case, there is no weakly efficient solution.

(C) H1 > O,,ug > O, H1+ o = 1: (.Tl,.f'g,fg) < {(.%'1,.%‘2,1‘3) T = O, 0L

Ty < %, x3 20, x1 + 22+ x3 = 1}. But it does not satisfy the condition

107



(Z1,Z2,23) = (0,1,0), so, in this case, there is no weakly efficient solution.

(iii) At >0, A > 0, At + A2 = 1: (U1,02,53) € {(0,92,43) : yz >y =
0, y2 +ys =1}.

e in the case that (g1,72,73) € {(0,92,y3) : ys >y2 >0, yo +ys = 1}:

(a) 1 =0, o = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/12 = 0: (.Tl,.f'g,i'g) € {(O,l‘g,l‘g) X3 =2 Ty = O, To+2T3 = 1}
But it does not satisfy the condition (Z1,Z2,Z3) = (0,1,0), so, in this case,
there is no weakly efficient solution.

(C) H1 > O,IMQ > 0, 1+ o = 1: (fl,fg,fg) < {(0,1‘2,1‘3) I XT3 > Ty >
0, x5 + x3 = 1}. But it does not satisfy the condition (Z,Z2, z3) = (0, 1,0),
so, in this case, there is no weakly efficient solution.

e in the case that (41,92, 93) = (0,0, 1):

(a) 1 = 0, g = 1: In this case, there is no weakly efficient solution.

(b) H1 = 1,/12 =0: (.Tl,.f'g,fg) c {(.%'1,.%'2,1‘3) A 0, 029 £ %, T3 =
0, 1 + o + x3 = 1}. But it does not satisfy the condition (Zi,Zs, T3) =

(0,1,0), so, in this case, there is no weakly efficient solution.

(C) H1 > O,,ug > O, H1+ o = 1: (.Tl,.f'g,fg) c {(.%'1,.%‘2,1‘3) T = O, 0L

1

.%'2<2,

x3 20, x1 + 22+ x3 = 1}. But it does not satisfy the condition
(Z1,Z2,23) = (0,1,0), so, in this case, there is no weakly efficient solution.

Therefore, the set of all weakly efficient solutions of the vector matrix game

(Bl,Bg) is SOl(WEVMG) = {(3‘:1,3‘:2,3‘:3,0,0, 1) 211> 0,0< 2y £ %,i‘g >
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0,1 + o + T3 = 1} U {(0,Z2,%3,0,92,7U3) : Tz = To > 0,T9 + T3 =
Lys =292 > 0,92 +7ys = 1} U{(0,29,73,0,0,1) : Ty = To > 0,79+ Ty =
1} UA{(0,0,1,91,52,%3) = s > 0,0 < o < 5,93 > 0,51 + 2 + U3 =
1} U {(0,0,1,0,%2,73) : T3 > T2 > 0,5 + 73 = 1} U {(0,0,1,0,0,1)} U
{(0,0,1,91,0,93) : w1 > 0,93 > 0,41 +y3 = 1} U {(0,0,1,1,0,0)} U
{(0,0,1,91,%2,0) : 1 > %2 > 0,91 + %2 = 1} U {(21,0,73,0,0,1) : 7y >
0,23 > 0,71 + 23 = 1} U{(21,0,Z3,71,0,793) : &1 > 0,23 > 0,71 + T3 =
Lyr > 0,95 > 0,91 +ys = 1} U{(Z1,0,23,1,0,0) : Z1 > 0,23 > 0,T1 + T3 =
1} U {(1,0,0,0,0,1)} U {(1,0,0,71,0,73) = v > 0,95 > 0,91 + ys =

1} U {(1,0,0,1,0,0)} U {(51,52,0,0,0, 1) o L il % To > O,fl + Ty = 1}
O

In Examples, it is clear from Definition 2.1.3 that the following hold:

sol(SVMG) C sol(EVMG) C sol(WEVMG)

M

sol(WSVMG) C sol( WEVMG).

From the above calculation, we can check that
(1) SOl(WEVMG) \ SOl(EVMG) = {(3‘:1,3‘:2,3‘:3,0,0, 1) 21 >0, 0
Ty < 5, T3>0, T+ To+ T3 = 1} U{(0,72,73,0,50,73) : Tz = To

0, Zo+Zs=1, Y3292 >0, go+ 73 =1} U{(0,Z2,73,0,92,73) : T3 =T

vV vV VvV A

0, Zo+T3=1, Y3 >4 >0, g2+ 7ys =1} U{(0,22,23,0,0,1) : T3 =T

O"i.2+'i.3 = 1}U{(O7071707g27g3> :gl > 070 < g2 § %7 @3 > 07 ?]1—1-@2-1-@3 =
1}U {(flaf%oaoaoal) : i.l %i.Z > 07 i'l +~i‘2 = 1}
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(ii) sol(EVMG) \ sol(SVMG) = {(Z1, Z2,73,0,0,1) : &3 > 0,0 < Ty <
.03 > 0,1 + T2+ 23 = 1} U{(0,0,1,51,72,93) : &1 > 0,0 < 42 <
503 > 0,90+ G2+ 93 = 13 U{(0,0,1,41,82,0) : %1 > 42 > 0,51 + % =
1} U{(Z1,22,0,0,0,1) : T3 > To > 0,71 + T2 = 1}.

i) sol(WEVMG) \ sol(WSVMG) = {(z1,Z2,73,0,0,1) : z3 > 0,0 <

(i
5 < % T3 > 0,71 + 22 + 23 = 1}U{(l‘1,l‘2,l‘3,0 0, 1) 21> 0,0 <y <

[y

5,3 > Oa'f1+'f2+'f3 = 1}U{(070717g17g27g3) S > 070 < Y2 < %7@3 >

[\

0,91 +72+7s = 11U{(0,0,1, 51, 52,%3) = 51 > 0,0 < §2 < 5,73 > 0,51 + o+
y :1}U{(070717g175270) : Z_/l>g2>07g1+g2:1}U{(i‘17i‘270707071> :

T %.T2>0.%'1+.’172—1}U{(l‘1,l‘2,000 1) : .T1>.i‘2>0,i'1+i'2:1}.

(IV) SOl(WSVMG) \ SOZ(SVMG) = {(O, i‘g,i‘g,o,gg,gg) T T3 = To

%

0,Z0+ T3 =193 2722 0,92 + y3 = 1}.

(V) SOl(EVMG) \ SOZ(WSVMG) = {(3_71,.%2,.1'3,0,0,1) x> 0,0 <
To < 2,23 > 0,21 + Zo+ 23 = 1} U{(0,0,1,91,%2,83) = %1 > 0,0 <y <
308 > 0,91 + 92 +05 = LJUA(0,0,1,51,%2,0) = g1 > 4o > 0,51 + G2 =
1} U{(Z1,22,0,0,0,1) : T3 > Ty > 0,21+ T2 = 1}.

(vi) sol(WSVMG) \ s0l(EVMG) = {(0,Zs,%3,0,3,3) : To = T3 = 0, To+

'i.3:1} U{(O,%,%,O,%,@g) : g3%g2%07g2+g3:1} o
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