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Chapter 1
Introduction

Information aggregation is an essential process of gathering relevant information
from multiple sources. Many techniques have been developed to aggregate data
information [12, 13, 20-23, 27]. Yager and Filev [40]introduced an induced aggre-
gation operator called the induced ordered weighted averaging (IOWA) operator,
which takes as its argument pairs; called OWA pairs, in which one component is
used to induce an ordering over the seeond components which are exact numerical
values and then aggregated. Later, some new induced aggregation operators have
been developed, including the induced ordered weighted geometric (IOWG) op-
erator [26], induced fuzzy integral aggregation (IFIA) operator [37] and induced
Choquet ordered averaging (ICOA) operator [38]. Xu and Da [26] introduced
two more general aggregation techniques called generalized IOWA (GIOWA) and
generalized IOWG (GIOWG), operators, and proved that.the OWA and IOWA
operators are the special cases of the GIOWA operator, and that the OWG and
IOWG operators are the special-cases of the GIOWG operator.

Decision making problems generally consist of finding the most desirable al-
ternative(s) from a given alternative set. The increasing complexity of the socio-
economic environment makes it less and less possible for single decision maker
to consider all relevant aspects of a problem [16]. As a result, many decision

making processes, in the real world, take place in group settings. Group decision



making problems follow a common resolution scheme composed by the following

two phases:

- Aggregation phase: It combines the individual preferences to obtain a col-

lective preference.

- Exploitation phase: It orders the collective preference values to obtain the

best alternative(s).

Recently, a number of studies have focused on the group decision making with
linguistic preference relations [5, 7-15, 28, 32, 33]. Herrera et al. [8] developed
a consensus model for group decision making under linguistic assessments. It is
based on the use of linguistic preferences to provide individuals’ opinions, and on
the use of fuzzy majority of consensus, represented by means of linguistic quan-
tifier. Herrera et al. [9, 11] combined the linguistic ordered weighted averaging
(LOWA) operator with linguistic preference relations and the concept of domi-
nance and nondominance to-show its use in the field of group decision making,
and presented three models of group decision making based on LOWA operator,
and presented a consensus model in_complete linguistic framework for group de-
cision making. Herrera and Herrera-Viedma [15] analyzed the steps'to follow in
linguistic decision analysis of group decision making problem with linguistic pref-
erence relations. Herrera and Martinez [13] developed a linguistic representation
model for representing the linguistic information with the 2-tuples without loss
of information. Motivated by this idea, Xu [28] proposed some linguistic aggre-
gation operators such as linguistic geometrie (LG) operator, linguistic weighted
geometric (LWG) operator, linguistic ordered weighted geometric (LOWG) oper-
ator and linguistic hybrid geometrie (LHG) operator; and developed an approach
to group decision making with linguistic relations, which is straightforward and
has no loss of information. Xu [34] defined two generalized induced linguistic ag-
gregation operators, including generalized induced linguistic ordered weighted av-
eraging (GILOWA) operator and generalized induced linguistic ordered weighted
geometric (GILOWG) operator, and proved that the induced linguistic ordered
weighted averaging (ILOWA) operator and LOWA operator are the special cases
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of the GILOWA operator, and induced linguistic ordered weighted geometric
(ILOWG) operator and LOWG operator are the special cases of the GILOWG
operator.

Xu [29] proposed uncertain linguistic aggregation operators such as uncer-
tain linguistic weighted averaging (ULWA) operator, uncertain linguistic ordered
weighted averaging (ULOWA) operator and uncertain linguistic hybrid averaging
(ULHA) operator, and developed an approach to multiple group decision making
with uncertain linguistic information. Xu [32] proposed some uncertain linguistic
aggregation operators including the uncertain linguistic geometric mean (ULGM)
operator, uncertain linguistic weighted geometric mean (ULWGM) operator, and
induced uncertain linguistic ordered weighted geometric (IULOWG) operator,
and developed an approach to group decision making with uncertain multiplica-
tive linguistic relation. In some situations, however, the decision makers either
are willing to provide only uncertain linguistic information, or take the input ar-
guments as the form of uncertain linguistic variables rather than numerical ones
because of time pressure,lack of knowledge, or data, and their. limited expertise
related to the problem domain. So based on induced ordered weighted averaging
(IOWA) operator proposed by Yager and Filev [40], Xu [33] introduced induced
uncertain linguistic ordered weighted averaging (IULOWA) operator which take
as their argument pair, called ULOWA pair, in which one component is used to
induce an ordering over the second components which are given in the form of un-
certain linguistic variables, and applied the TIULOWA operator to group decision
making with uncertain linguistic information.  Xu [34] proposed two generalized
induced uncertain linguistic aggregation operators, including generalized induced
uncertain linguistic ordered weighted averaging (GIULOWA) operator and gen-
eralized induced uncertain linguistic-ordered weighted geometric (GIULOWG)
operator, and showed that the IULOWA operator and ULOWA operator are the
special cases of the GIULOWA operator, and IULOWG operator and ULOWGM
operator are the special cases of the GIULOWG operator. Xu [34] developed var-
ious generalized induced linguistic aggregation operators, such as the generalized

induced linguistic ordered weighted averaging (GILOWA) and generalized in-



duced linguistic ordered weighted geometric (GILOWG) operator, both of which
can be used to deal with the linguistic information, and generalized induced uncer-
tain linguistic ordered weighted averaging (GIULOWA) operator and generalized
induced uncertain linguistic ordered weighted geometric (GIULOWG) operator,
both of which can be used to deal with the uncertain linguistic information.

Recently, to meet the challenge of global competitiveness, manufacturing or-
ganizations are now facing the problems of selecting appropriate manufacturing
strategies, product and process designs, manufacturing processes and technolo-
gies, and machinery and equipment. The selection decisions become more com-
plex as the decision makers in manufacturing environment have to assess a wide
range of alternatives based on a set of conflicting criteria. To aid these selec-
tion processes, various multiple attribute decision making methods applied in
the group decision making are available. For example, Chuu [4] developed a
fuzzy multiple attribute decision making applied in the group decision making
to improving advanced manufacturing technology selection process. Yong [43]
proposed an approach for selecting plant location under linguistic environments
using the TOPSIS method taken from group decision making. On‘the other side,
fuzzy set theory, which was introduced by Zadeh [45], has emerged as powerful
mathematical tool and has been applied in many applied research fields. Since the
field of interconnected systems is so broad as to cover the fundamental theory of
modeling, optimization and control aspects and applications, the stability prob-
lem of interconnected system have been concerned by many researchers [3, 42].
In particular, since the factor of time-delay complicates the analysis, the stability
problem of interconnected fuzzy.models with time delaysin subsystems is studied
by Chen et al. [3]. We are going to-evolve this theory in our method in order to
propose a more applied decision making algorithm:

Information aggregation is essential process of gathering relevant information
from multiple sources. Many techniques, such as the max and min operators,
the weighted geometric mean operator, the weighted arithmetic average (WAA)
operator, the weighted harmonic mean (WHM) operator, the ordered weighted
averaging (OWA) operator, and so on have been developed to aggregate data



information [23, 25, 26, 27, 35, 36, 41]. Harmonic mean is a conservative average
to be used to provide for aggregation lying between the max and min operators.

Harmonic mean is widely used to aggregate central tendency data. In the ex-
isting literature, the harmonic mean is generally considered as a fusion technique
of numerical data, in the real-life situations, the input data sometimes cannot be
obtained exactly, but linguistic data can be given. Therefore, “how to aggregate
linguistic data by using the harmonic mean?” is an interesting research topic and
is worth paying attention too.

We briefly summarize the contents of the each chapter as follows.

In Chapter 2, we develop some linguistic harmonic mean (LHM) operators,
such as linguistic weighted harmonic mean (LWHM) operator, linguistic ordered
weighted harmonic mean (LOWHM) operator and linguistic hybrid harmonic
mean (LHHM) operator, and then study some desirable properties of the op-
erator, and then present an approach to group decision making based on the
developed operator, illustrate the presented approach with a numerical example.
Based on the LWHM and LHHM operators, develops a multiple-attribute decision
making applied in the group decision making to improving advanced manufac-
turing technology selection process and present some concluding remarks.

In Chapter 3, we develop some uncertain linguistic aggregation operators,
such as uncertain linguistic weighted harmonic mean(ULWHM) operator, uncer-
tain linguistic aggregation operators, such as uncertain linguistic ordered weighted
harmonic mean(ULOWHM) operator and uncertain linguistic hybrid harmonic
mean(ULHHM) operator, and then study some desirable properties of the oper-
ator. We present an approach to group decision makingbased on the developed
operator and illustrate the presented approach with a practical example. Finally,
some concluding remarks is pointed out.

In Chapter 4, we shall develop two new aggregation operators called general-
ized induced linguistic ordered weighted harmonic mean (GILOWHM) operator
and generalized induced uncertain linguistic ordered weighted harmonic mean
(GIULOWHM) operator, which can be used to deal with linguistic information

or uncertain linguistic information, and study some of their desirable properties.



Each object processed by these operator consists of three components, where the
first component represents the importance degree or character of the second com-
ponent, and the second component is used to induce an ordering, through the first
component, over the third components which are linguistic variables or uncertain
linguistic variables and then aggregated. It is shown that the induced linguistic
ordered weighted harmonic mean (ILOWHM)[21] operator and linguistic ordered
weighted harmonic mean (LOWHM)[21] operator are the special cases of the
GILOWHM operapor and that the induced uncertain linguistic ordered weighted
harmonic mean (IULOWHM) operator and uncertain linguistic ordered weighted
harmonic mean (ULOWHM )operator are the special cases of the GIULOWHM
operapor. Two procedures based on the GILOWHM and GIULOWHM opera-
tors respectively, are developed to solve the multiple attribute decision making
(MADM) problems where all decision information about attribute values take the
forms of linguistic variables or uncertain linguistic variables. Finally, an illustra-

tive example is pointed out.



Chapter 2

Linguistic harmonic mean
operators and their applications

to group decision making

Harmonic mean is reciprocal of arithmetic mean of reciprocal, which is a con-
servative average to be used to provide for aggregation lying between max and
min operators. In this chapter, we develop some new aggregation operators such
as linguistic harmonic mean (LHM) operator, linguistic weighted harmonic mean
(LWHM) operator, linguistic ordered weighted harmonic mean (LOWHM) op-
erator, and linguistic hybrid harmonic mean (LHHM) operator, which can be
utilized to aggregate preference information taking the form of linguistic vari-
ables, and then study some desirable properties of the operators. Based on the
LHM and the LHHM operators; we propose a practical method for group decision
making with linguistic preference relations, and also give an illustrative example.
Furthermore, based on the LWHM and LHHM operators, we develop a multi-
ple attribute decision making applied in the group decision making to improving

advanced manufacturing technology selection process.



2.1 Some new aggregation operators

Definition 2.1.1 (Harsanyi [6]) Let WAA : R" — R, if

WAA, (a1, as, ..., a,) = > wjay, (2.1)
=1
where a; (j =1,2,...,n)is a collection of positive real numbers, w = (wy, wo, ...,

wy)T is the weight vector of a; (j =1,2,...,n), with w; > 0 and Yiwi=1,R
is the set of real numbers, then WAA is called the weighted arithmetic averaging
(WAA) operator. Especially, if w; = 1, w; = 0, j # i, then WAA, (a1, a9, ...,
an) = a;; if w= (%, £ ..., 1)T then the WAA operator is reduced to the arith-

metic averaging (AA) operator, i.e.,

n

> aj. (2.2)

J=1

AAw<a1,a2, Ce ,(In> =

Definition 2.1.2 (Bullen-et al. [1]) Let WHM : (RT)" — R*, if

1
WHM (a1, 020", 05) T —w;» (2.3)
3=1 a;
where a; (j = 1,2,...,n) is a collection of positive real numbers, w = (wy, wo, . . .,

wy)T is the weight vector of a; (j = 1,2,...,n), with w; > 0 and e w; =1, R*
is the set of all positive real numbers, then WHM is called the weighted harmonic
mean (WHM) operator. Especially,if w; = 1, w; = 0, j # i, then WHM,,(ay, as,

coan) = a; ifw = (%, %, F W %)T, then the WHM operator is-reduced to the
harmonic mean (HM) operator; i.e:;
n
HMw(al,aQ,...7an) = =n 1 (24)
i=1a;

The WAA and the WHM operators first weight all the given data, and then
aggregate all these weighted data into a collective one. Yager [35, 36| introduced
and studied the OWA operator that weights the ordered positions of the data
instead of weighting the data themselves.
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Definition 2.1.3 (Yager [35]) An OWA operator of dimension n is a mapping
OWA : R™ — R that has an associated vector w = (wy,ws, ..., w,)T such that

w; > 0 and 2?21 w; = 1. Furthermore,
OWAw(al, az, . .. ,an) = Z wjbj, (25)
j=1

where b; is the jth largest of a; (i = 1,2,...,n). Especially, if w; = 1, w; = 0,
j # 1, then b, < OWA (a1, as, ...,a,) = b; < bp;if w= (2,1 ,%)T, then

1 n
OWA, (a1, as,...,a,) = Eij
j=1
1,
n J
= AA(ay,as,...,ay). (2.6)

The WAA, the WHM and the OWA operators have only been used in situation
in which the input arguments are the exact values. However, judgements of people
depend on personal psychological aspects such as experience, learning, situation,
state of mind, and so forth. It is more suitable to provide their preferences by
means of linguistic variables rather than numerical ones. In the following, based
on these operators, which can be used to accommodate the situations where the
input arguments are linguistic variables.

Let S ={s;:i=1,2,...,t} be a'finite and totally ordered discrete term set.
Any label, s;, represents a possible value for a linguistie variable, and it must
have the following characteristics [8]:

(1) The set is ordered: s; > s; if i > j;
(2) There is the negation operator: neg(s;) = s; such that j =¢t+1 — .
(3) Max operator: max(s;, s;) = s; if s; > s;;

(4) Min operator: min(s;, s;) = s; if 5; < s;.



For example, S can be defined so as its elements are uniformly distributed on

a scale on which a total order is defined:

S = {s; = extremely poor, sy = very poor, s3 = poor, s, = slightly poor,
s5 = fair, sg = slightly good, s; = good, sg = very good,

S¢ = extremely good}.

To preserve all the given information, we extend the discrete term set S to a
continuous linguistic term set S = {s, : 51 < 84 < s, € [1,1]}, where, if
Sq € S, then we call s, an original linguistic term, otherwise, we call s, the
virtual linguistic term [32]. The decision maker, in general, uses the original
linguistic terms to evaluate alternatives, and the virtual linguistic terms can only
appear in operations.

Consider any two linguistic variables s, and sg, then we define the operations

Sa @ S8, AS, and é as follows:
(1) 5o @ sp = min{s,+p,5};

(2) Asq = Sra, where A € [0, 1];

Based on the operational laws, we extend the WHM operator to linguistic

environment:

Definition 2.1.4 Let LWHM : S" — S, if

1
LWHMw(Sa178a27"'7San) = ﬂ@ﬂ@.@h
Sal sa2 San
B 1
s D sup B D Ssea
oq a9 an
1
__ L (2.7)
Sy,

10



where w = (wy,wy, ..., wy,)" is the weight vector of the s, with w; € [0, 1],
Yiqw; =1, 84, € S, then LWHM is called the linguistic weighted harmonic
mean (LWHM) operator.

Especially, if w; = 1 and w; = 0, j # i, then LWHM(S4,, Say, - - - 5 San) = Say; if
w=(+,5,..., %)T, then LWHM operator is called the linguistic harmonic mean
(LHM) operator, i.e.,

LHM (50, Sags - -+ Sa,) = ———— (2.8)

ST
Example 2.1.5 Assume w = (0.3,0.1,0.4,0.2)7, then

1
54 b s7 b 83 D 51
1
S50.3 S0 D S04 B So.2

L ) s 5 2z

7 1

LWHM,, (54, S7, 3, 51) =

4
= 5236
Theorem 2.1.6 (Boundedness)
Min;(s4;) < LWHMg(S 01, Sag; - - - ySan hS Max;(5q,)

Proof Let Max;(s,,) = s3 and Min;(s,,) = sa, then

1
LWHM,, (Sq., Sanss ., S =
w( a1y 2a2) 7an) Swy @ Swy DD Swn
ay ag an,
1
i
Swi P Swa DD Sun
B B B
| 1
——sn w.
Luj=1 I
:‘9,87
1
LWHM. (Say; Sazs -+ Sa,) = o
aq @9 an

11



v

Sw; P Sway P+ D Sun
(e «

5 Z?:l i

= S,.
Hence
Min;(sqa,;) < LWHMy,(Sa;, Sag; - - - » Sa,) < Max;(sq, ).

Based on the OWA and the LWHM operators and the operation law, we define
a LOWHM operator as below:

Definition 2.1.7 A LOWHM operator of dimension n is a mapping LOWHM :
S" — S, which has an associated vector w = (wy,wy, ..., w,)T with w; € [0,1]
and 2?11 w; = 1, such that

1
LOWHMw(Sa178a27"'7SO‘n) o ﬂ@ﬂ@@h
551 562 Sﬁn
| 1
8w @ 5w B - B 5w
B1 B2 2
1
B 2.9
S ﬁ’ ( )
=1 B;

where sg; is the jth largest of the s,,.

Especially, if there is a tie/between s,, and s,;, then we.replace each of s, and
Sq; by their average (s,, ©5q,)/2 in the process of aggregation. If k items are tied,
then we replace these by k replicas-of their average. The weighted vector w =
(w1, ws, ..., w,)T can be determined by using some weight determining methods

like the normal distribution based method.

Example 2.1.8 Assume w = (0.3,0.1,0.4,0.2)7, then

1
LOWHMw<S4,S7, 83,81) = 0.3 S 0.1 o 0.4 & 0.2

ST S4 3 S1

12



1
503 D So1 D So4a D So.2

S04
7 4 3 1
= 52.49.

In the following, let us look at some desirable properties associated with the
LOWHM operator.

Theorem 2.1.9 (Commutativity)

LOWHM, (S0, Say, - - - » Say) = LOWHM,, (s, , s+, 5L ),
where (s, , 50, ..., 55, ) is a permutation of (sa,, Sag;s - -, San)-
Proof Let

1
LOWHM,(Says Sags -+ - San) = mr —ap —,
581 589 SBn
1
/ i
LOWHM (a17 a27-.~78an>_ 'u)l @ @... %.
51 /32 Bn
Since (4, ; Spys - - -+ Sa,) 18 @ permutation of (SaysSay: - -+ Sa,), We have sg, = sj5.
(j=1,2,...,n), then
LOWHM,, (Says Sags - - -3 8ay) = LOWHM,, (s G O@,...,s;n).

Theorem 2.1.10 (Idempotency) If 5., = sq, for all j, then
LOWHM;,(S0,, Sags - - - 5 Sam) = Sa-

Proof Since s,, = sq, for all j,-it follows that

1
LOWHMw(Sa178a27“"San) = w1 @ w2 @ @M
881 SpBn
B 1
DL

= S4.

13



Theorem 2.1.11 (Monotonicity) If s,, < Sg,» for all j, then

LOWHM,, (Says Sags - - 5 Sam ) < LOWHM,, (85,85 ..., 85 ).

Proof Let
1
LOWHMw(Salasaga-“asan): w w: Wn 7
71@72@...@7"
361 Sp2 SBn
1
L()VVI{hdw(Sz 732 7--'752 ) ~ w w Wy
1 2 n *1 @TZEBEB 2

S S

B1 5Bq Bn

Since s,; < CH for all j, it follows that sg, < B, then
LOWHM,,(Say, Sags - - - » San) < LOWHM,, (8}, 55,5+ - -5 Sa, )
Theorem 2.1.12 (Boundedness)
Min;(sqa,) < LOWHM,, (Sars8ags - San)-< Max;(sq, ).

Proof Let Max;(s,,) = s3 and Min;(s,,;) = sq, then

1
LOWHMu}<Sa17 Sa27 @ > SOén) —1
Swi P Swy D -+ D Swn
B1 B2 Bn
1
<
I sup DSws D--- D Sun
B 1
SZ?:ﬁ”J
B8
:8,87
1
LOWHMw<Sa17 Sa27 "y ) San) =
Swr P Swy B D Sun
61 Ba "
1
>
T Swyp D Swy P - @Swa"
B 1
823:1“’3
:Sa :

14



Hence
Min;(sa,;) < LOWHMy(8a;, Sag; - - - » San) < Max;(sq, ).

Especially, if the associated weighting vector w = (£, £ ... 1)T  then the
LOWHM operator is reduced to the LHM operator, i.e.,

1
LOWHM,,(Says Sags - - - 5 Say ) = FTTRE Ty
561 589 S6n
n
S1Ds1 b---DBs
B1 Ba Bn
n
S\ 1 '
Zj:1?

J

The LWHM operator weights the linguistic argument, while the LOWHM op-
erator weights the ordered position of the linguistic argument instead of weighting
the argument itself, weights represent different aspects in both the LWHM and
the LOWHM operators.”However, both the operators consider only one of them.
To solve this drawback, in the following we shall propose a- LHHM: operator.

Definition 2.1.13 A LHHM operator of dimension n is a mapping LHHM :

S™ — S, which has an associated vector w = (wy,ws, . ..,w,)" with w; > 0 and

n

i1wj =1, such that

1
LHBWIY . (Sais.Sags - - - San ) IF W g g B
81 B2 Bn
1
H = (2.10)
St
where sg. is the jth largest of the 54, (54, = nwisa,, © = 1,2,...,n), w =

(wi,wy, ..., wp)T is the weight vector of sa; (7 = 1,2,...,n) with w; € [0,1]

and >°7_; w; = 1, and n is the balancing coefficient.

15



Example 2.1.14 Assume w = (0.3,0.1,0.4,0.2)7, w = (0.35, 0.15,0.20,0.30)7,

and
San = S84y Say = 57, Saz = 52, Say = S1-

By Definition 2.1.13, we have

§a1 = 4x03x S4 = S48, 5042 =4x0.1x S7 = 898,
=§o¢3 = 4x04xXsy= S3.9, §a4 =4x02xs8 = S50.8
and thus
S, = S4.8, S8, = S3.2, Sp3 = S2.8, Sp; = S0.8-
Therefore,
LHEM,, ,( ) .
w,w\84, 87,525 81) = 85 - 0.5 0.20 1~ 0.30
$4.8 @ S3.2 @ 528 @ 50.8
= S1.77-
Especially, if w = (%, %, T %)T, thenlisl, Wms ~“mi = 1,2, £} in this case,
the LHHM operator is reduced to the LOWHM operator; if w = (+;+, ..., )T,

then the LHHM operator is reduced to LWHM operator. Thus, we know that
the LHMM operator generalizes both the LWHM and LOWHM operators, and
reflects the importance degrees of both the given argument and its ordered posi-

tion.

2.2 A method for group decision making with

linguistic preference relations

Based on the LHM and the LHHM operators, we develop a practical method for
group decision making with linguistic preference relations as follows:

Step 1: For a group decision making problem with linguistic preference, let
X = {xy,29,...,2,} be the set of alternatives and D = {d,ds,...,d,,} be the
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set of decision-makers, and let A = (Aj, Aa, ..., A\n)? be the weight vector of
decision-makers, where A\ > 0 and ;" ; Ay = 1. The decision-maker d € D
compares these alternatives with respect to a single criterion by linguistic terms
in the set S = {s;} (i = 1,2,...,t), and constructs the linguistic preference
§]’?>)nm, where the diagonal elements in Ry are expressed as “—7",
which mean “undefined”, and rg-g) &) rj(-f) =80, =1,2,...,n;1F#].

Step 2: Utilize the LHM operator

relation Ry = (r K

AV =AM, )
—1
S =12 k=12....m
w@w@...@w
Ti1 Ti2 Tin

to aggregate the preference information rfjk ) (1 # ) in the ith line of Ry, and then
get the preference degree 35’“’ of the ith alternative over all the other alternatives
(corresponding to dy € D).

Step 3: Utilize the LHHM operator

2 LHHMw(Zi(l), 24 .. ,z(m))

@ %

to aggregate szc) (k=1,2,...,m) corresponding to the alternatives z;, and then

get the preference degree z; of the ith alternative over all the other alternatives,
where A = (Ag, Ao, 1., Ap) T is the weight vector of decision-makers, where A\, > 0
and 7 A\ = 1; w = (wy,wy, .., wy,)?T is the associated weight vector of the
LHHM operator with wy € [0, 1] and>"; w = 1.

Step 4: Rank all the alternatives and select the optimal one(s) in accordance
with the values of z; (i = 1,2,...,n).

Step 5: End.

2.3 Application I

In this section, we consider that a group decision making problem involves the

evaluation of five schools z; (i = 1,2,3,4,5) of a university (adapted from [28]).
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One main criterion used is research. There are three decision-makers dj (k =
1,2, 3), whose weight vector is A = (0.3,0.4,0.3)”. The decision-makers compare
these five schools with respect to the criterion research by using the linguistic
terms in the set S = {s; = extremely poor, sy = very poor, s3 = poor, s; =
slightly poor, s; = fair, s¢ = slightly good, s; = good, sg = very good, s9 =
extremely good}, and construct, respectively, the linguistic preference relations
Ry (k=1,2,3) as listed in Tables 2.1-2.3.

Table 2.1: Linguistic preference relation R;

X1 xT9 T3 Ty T5

r1r  — 82 S84 83 87
o S8 — S5 S4 Sg
I3 S6 S5 — S9 S4
T4 S7_-Sg S8 = 53

xTs S3 S4 S6 S7 3

To get the best school(s), the following steps are involved:
Step 1: Utilize the LHM operator to aggregate the preference information in
the ith line of the Ry (k = 1,2,3), and then get the preference degree zi(k) of the

Table 2.2: Linguistic preference relation R,

L1 T2 XT3 T4 Th

Tl bor S3 S4 S6 S5
T2 ST = ST S4 S5
r3 Se S3 - S84 S
T4 S84 S6 S6 T 54

xIs S5 S5 S4 S6 -
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Table 2.3: Linguistic preference relation R3

ry X2 X3 T4 s

ry — 82 S¢ S4 St
T2 S8 — S4 83 54
I3 S4 S6 — S5 S7
Tyg S6 S7 S5 — 53

rs S3 S S3 ST -

7th school over all the other schools:

29) = 83.26, 29 = S4.21, Z§3) = 83.77,
Zél) = 55.40, 2’52) = 55.43, 253) = 54.18,
Z;g,l) = 5358, Z:g,Q) = 54.36, Z:g)g) & S6.07
Zz(xl) ="85.21; Z§2) = 54.80; 24(13) = S4.74,

(3)
2’5 = S4.10-

(¥ N (2) _
Zg = 8448, 25 = 54.90,

Step 2: Utilize the LHHM operator (whose weight vector w = (0.3, 0.4,0.3)7)

to aggregate zl-(k) (k- =1,2,3) corresponding to the school z;, and then get the

preference degree z; of the ith school over all the other schools:

21 = S3.57, 22 =.54.76, <3 = S4.35, 24 = 55.00,

%57 5455
Step 3: Utilize the values-of z; (.= 1,2,3,4,5) to rank the schools:
Ty = Tog = Ty = Tz = X

and thus the best school is x4.
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2.4 Application II

In this section, a new advanced manufacturing technology (AMT) selection method
using linguistic multiple attributes analysis as well as group decision making is

proposed.

2.4.1 Approach to AMT selection

Let X = {1, x,...,2,} be afinite set of n feasible alternatives (courses of AMT),
and G = {G1,Gs, ..., G, } be a set of m attributes, whose weight vector is w =
(wy,wa, ..., wy,)T, where w; > 0 and 7 w; = 1, and let D = {dy,da,...,d;}
be the set of decision-makers, whose weight vector is A = (A1, A, ..., \)T, where
Ar > 0 and Zizl Ar = 1. The decision maker d;, € D may provide the linguistic
Z(]k N mxcn, Where rl(f ) is a performance rating (attribute
value), which takes the form of linguistic variable, of the alternative z; € X
with respect to the attribute G; € G for all i = 1,2,..-.m; j = 1,2,...,n;
k=1,2,...,1.

In the following, based on the LWHM and LHHM operators, we shall develop

a multiple attribute decision making applied in the group decision making to

decision matrix Ry = (r

improving advanced manufacturing technology selection process.
Step 1: Utilize the LWHM operator:
Tj(-k) = LWHMw(TY;), Té];-), y . ,r(k))

mj
1

a0 Do & D

25 mj

to aggregate all the elements in the jth column of R, and get the overall attribute

](»k) of the alternative x; corresponding to the decision maker dj.

Step 2: Utilize the LHHM operator:

value r

) (2 I
r; = LHHMW(TJ(- ),7’3( ), o ,rj(-))




decision-maker dj, (k = 1,2,...,0) and get the collective overall attribute value
r;, where f;(k) is the kth largest of the weighted data f](k) (f](k) = l)\kr](-k), k =
1,2,...,0), w = (w,ws,...,w)T" is the weighting vector of the LHHM operator
with w, > 0 and ka:l wr = 1.

Step 3: Rank all the alternatives x; (j = 1,2,...,n), and then select the
most desirable one in accordance with the collective overall preference values r;
(1=1,2,,...,n).

Step 4: End.

to aggregate the overall attribute values r;~ (k = 1,2, ...,1) corresponding to the

2.4.2 Practical example

The following practical case was adapted from [4]. Due to increasing customiza-
tion, a leading Taiwan firm in the bicycle industry needs a flexible manufacturing
system (FMS) to produce a customized bike, which is-designing for customer’s
requirements. After performing task analysis, it has been identified that this sys-
tem should be produce mountain bikes and road racing bikes for a customized
order. After preliminary screening, three competing alternatives, x;, xo and x3
are identified that are capable of performing this production task. A committee
of three decision-makers, d;, dy and ds has been formed to conduct further eval-
uation and to select the most suitable FMS. The attributes which are considered
here in assessment of z; (j = 1,2,3) are: (1) Gy is process flexibility; (2) G»
is product quality; (3) Gs is learning; (4) G4 is exposure to labor unrest. The
decision-maker dj, (k =1, 2, 3).evaluates the performance.of FMS z; (j = 1,2, 3)
according to the attributes-G; (j = 152, 3,4) by using the linguistic terms in the
set

S = {s; = extremely low, sy = very low, s3 = low,
s4 = slightly low, s5 = middle, sg = slightly high,
s7 = high, ss = very high, s = extremely high}.
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and constructs, respectively, the linguistic decision matrix Ry (k = 1,2,3) as
listed in Tables 2.4-2.6. Let w = (0.35,0.15,0.20,0.30)” be the weight vector of
the attributes G; (i = 1,2,3,4), and A\ = (0.3,0.4,0.3)7 be the weight vector of
the decision-makers dj, (k = 1,2, 3).

Table 2.4: Linguistic decision matrix R;

xry X2 X3

G1 s 83 S7
G2 s5 s 54
G3 s7 s¢ S5
Gy 81 s 55

Table 2.5: Linguistic decision matrix Ry

Iy T2 T3

(;1 S5 S5 S7
(;2 S6 53 S8
e 4 B
. S 550s| M8

Table 2.6: Linguistic decision matrix R

ry T2 X3

(;1 S7 S5 S6
Gy sy 87 87
G3 s3 7 sg ST
(;4 S3 S6 S6

To get the best alternative(s), the following steps are involved:
Step 1: Utilize the LWHM operator to aggregate all the elements in the jth
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column of Ry and get the overall attribute value rj(k):

(1) (1) (1)

1" = S521, T = Sq.44, T3 = S5.33,
(2 _ (2 _ (2 _

T~ = 8392, T9 = S5.04, '3 = S56.36,
(3) _ (3) _ (3) _

Ty~ = 8393, Ty = S6.01, s = S6.32-

Step 2: Utilize the LHHM operator (suppose that its weight vector is w =
(0.2,0.5,0.3)T) to aggregate the overall attribute values rj(-k) (k = 1,2,3) corre-
sponding to the decision maker d (k = 1,2,3), and get the collective overall
attribute value r; (j = 1,2, 3):

T1 = S4.28, T2 = S4.99, T3 = S5.96-
Step 3: Utilize the values of r; (j = 1,2, 3) to rank the alternatives:
X3~ To = X1

and thus the best alternative is xs.

2.5 Conclusions

In this chapter, we have defined operational law of linguistic variables and de-
veloped some new aggregation operators including the LHM, the LWHM, the
LOWHM and LHHM operators, which can be utilized to aggregate preference
information taking the form:of linguistic variables. Based'on the LHM and the
LHHM operators, we have proposed a-practical method for group decision mak-
ing with linguistic preference relations. Theoretical analysis and the numerical
results show that the method is straightforward and has no loss of information.
Moreover, a new AMT selection method using linguistic multiple attributes anal-
ysis as well as group decision making is proposed. In the future, we shall continue
working in the application and extension of the LWHM operator in other domain.
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Chapter 3

Uncertain linguistic harmonic
mean operators and their
applications to multiple attribute

group decision making

In this chapter, some uncertain linguistic aggregation operators called uncertain
linguistic weighted harmonic mean (ULWHM) operator, uncertain linguistic or-
dered weighted harmonic mean (ULOWHM) operator and uncertain linguistic
hybrid harmonic mean (ULHHM) operator are proposed. An approach to mul-
tiple attribute group decision making with uncertain linguistic information is
developed based on the ULWHM and the ULHHM operators. Finally, a prac-
tical application of the developed approach to multiple attribute group decision

making problem with uncertain linguistic information-is given.
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3.1 Some operational laws of uncertain

linguistic variables

Let § = [s4,55], where s,,85 € S, s, and sg are the lower and upper limits,
respectively. We call § the uncertain linguistic variables. Let S be the set of all
the uncertain linguistic variables.

Consider any three uncertain linguistic variables § = [sq, s8], 51 = [Say, 53]

and So = [Sq,, S3,], and let A € [0, 1], then we define their operations as follows:
(1) $1@ 82 = [Say: $8,] © [Sass S52] = [Sar D Sass 51 D 5] = [Sastass Sp148:)5
(2) A = A[Sa, 5] = [ASas ASa] = [Sra, Srs);

(3) 1=l = (L, 1] = [s1,51]

= |—, = 1
[5a:85] 537 Sa B

In order to compare uncertain-linguistic variables, Xu [32] provided the fol-

lowing definition:

Definition 3.1.1 Let §; = [s,,, $5,] and So = [Sa,, 55, be two uncertain linguis-
tic variables, and let len($;) = Sy = oy and len(Sy) = (> — o, then the degree of

possibility of §; > 855 is defined as

max{0,len(8;) + len(8y) — max (5 — a1,0)}
len(§1) i len(§2)

p(31 > 5a) = (3.1)

From Definition 3:1.1, we can easily get the following results:
(1) 0<p(81 > 32) <1,05p(8, >81) < 1;
(2) p(81 > 3) +p(52 > 51) = 1. Especially, p(31 > 51) = p(52 > 5) = 5.

Wei and Yi [24] introduced the concept of fuzzy triangular linguistic variable
as follow:
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Definition 3.1.2 Let § = (s4,53,,), where sq,83,8, € S, 84,53, and s, are
the lower, modal and upper values of 3, respectively, then we called § a trian-

gular fuzzy linguistic variable, which characterized by the following membership

function:
0, 51 < 59 < Sa,
d(S 750)
B m> Sa < 89 < 83, 39
pstoo) = § B "0 (32)
d(5g,5)° S > S > Sy,
07 S'y S S0 S St,

where d(sq, sg) = |# — «af is the distance between s, and sg.

Clearly, sg gives the maximal grade of pz(sg) (us(sg) = 1), sq and s, are
the lower and upper bounds with limit in the field of possible evaluation. If
Sq = S3 = S5, then 5 is reduced to a linguistic variable. If s, = sg or sg = s,
then 5 is reduced to an uncertain linguistic variable.

In the following, Wei and Yi [24] introduced a formula for comparing triangular

fuzzy linguistic variables.

Definition 3.1.3 Let 51 = (Sqa,,88,, 5y ) and 53 = (Sa,, S3,, S4;) be any two trian-
gular fuzzy linguistic variables, then the degree of possibility of §; > 3§y is defined
as

A X d(Sﬁ Sa )
> L S ¥ 1— = o0
p(81 > 89) max{ max [d(sm, S0, ) ¥d(58,,5q;) } }

d(svzvsﬁ)
+(1 = \)max {1 — max ]:d(s’ﬂ?sﬂl) r d(sw,s@)’ol ,0} (3.3)

Definition 3.1.4 The a-cut of a triangular fuzzy linguistic variable is a subset
of S and is denoted by

8]a = {50 € S : ps(sg) > a}, (3.4)

where 113(sg) is the membership function of § and a € [0, 1].
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The lower and upper points of any a-cut, [8],, are represented by [5]% and

5]V, respectively, and suppose that both are finite.

o)

Remark 3.1.5 If § = [[5]Z,[3]Y], then by choosing @ = 1 we can identify the

(e}

modal value of s, and by a = 0 we can identify the lower and upper values of s.

3.2 Some new uncertain linguistic aggregation

operators

Definition 3.2.1 Let ULHM : S* — S, if

ULHM (31, 3, ..., §,) = . (3.5)

where § € S, i = 1,2,...,n, then ULHM is called the uncertain linguistic har-
monic mean (ULHM) operator.

Example 3.2.2 Given the collection of uncertain linguistic variables: §; = [s9, s3],
Sy = [s1, S2], S3 = [S3, S4], Sa = [S4,85], then by (8.5) and the operational laws of

uncertain linguistic variables, we have

4
ULHM(31, 32, 33,54) = 1 1 1
5 OB YR s,
- 4
— 1 1 1 1
[52,53] & [51,82] D [83,84] b [s4,85]
= [51.92, 53.13]-

Definition 3.2.3 Let ULWHM + S™— S, if

1
ULWHM,, (31, 82, ..., 8p) = ——— — (3.6)
i AR 2

where w = (wy, wy, ..., w,)" is the weighting vector of §; (j = 1,2,...,n), with
w; > 0 and 2?21 w; = 1, then ULWHM is called the uncertain linguistic weighted
harmonic mean (ULWHM) operator.
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Especially, if w; = 1, w; = 0, j # i, then ULWHM,, (81, 52,...,8,) = &; if
w= (£, .. )T then the ULWHM operator is reduced to the ULHM operator.

Furthermore, the ULWHM operator has the following property similar to that of
the LWHM operator:

minj(§j) S IJLVVI‘H\/IU)(517 52, e >§n) S maxj(§j).

Example 3.2.4 Given the collection of uncertain linguistic variables: §; = [s9, s3],
So = [81782], §3 = [83,84], S4 = [84,85], and let w = (03,02,03,02)T be the
weight vector of §; (7 =1,2,3,4), then by (3.6), we have

1
ULWHM,, (31, 52, 53, 54) =
( 1,922,923 4) %13 @ % @ % @ %
B 1
- 0.3 0.2 0.3 0.2
[52,53] [51,52] b [53,54] [54,55]
= [82.00, 83.17]-

Definition 3.2.5 An uncertain linguistic ordered weighted harmonic mean (UL-
OWHM) operator of dimension n is.a mapping ULOWHM : Sn — S, which

has associated weighting vector w = (wy,ws,...3w,)" such that w; € [0,1],
J=12,...,n,and 37, w; = 1. Furthermore:
o ~ 1
ULOWHM, (31, 825+ .4 8n) = o7 S T (3.7)
581 5By 8pn

where 53, is the jth largest of the s; € S,

Especially, if w; = 1, w;= 0,75 i, then ULOWHM,, (51, 32,...,5,) = §;
if w= (2,1 ... 57T then the ULOWHM operator is reduced to the ULHM
operator. The weighting vector w = (wy, ws, . .., w,)T can be determined by using
some weight determining methods like the normal distribution based method (see,

Refs.33, 34, 40 for more details).

To rank these arguments 3; (1 = 1,2,...,n), we first compared each argument

§; with all arguments §; (j = 1,2,...,n) by using (3.1), and let p;; = p(5; > §;).
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Then we construct a complementary matrix P = (p;;)nxn where:

.
pij 2 0,pij +pji = 1, pii = 3 b= L2,...,n.
Summing all elements in each line of matrix P, we have p; = Z;Ll Dij, 1 =
1,2,...,n. Then, in accordance with the values of p; (i = 1,2,...,n), we rank
the arguments §; (i = 1,2,...,n) in descending order.

Example 3.2.6 Given the collection of uncertain linguistic variables: §; = [s9, s3],
Sy = [s1,83], §3 = [S2, 54, S4 = [s3,54]. To rank these arguments, we first com-
pare each argument §; with all arguments 5; (j = 1,2,...,n) by using (3.1),
let pi; = p(5; > §;) (j = 1,2,3,4), then we utilize these possibility degrees to

construct the following matrix P = (p;;)xa:

0.500 0.667 0.333 0.000
0.333  0.500 0.250 0.000
0,667+ 0350 " '0500° #4333
1.0000 -1.000 0.667 0.500

Summing all elements in each line of matrix P, we have
pP1 = 1500, P2 = 1083, P3s = 2250, P4 = 3.167.
Then we rank the arguments $; (¢ = 1,2, 3,4) in descending order in accordance

with the values of p; (i = 1,2, 3,4):

Sg, = 84 = [S3, S4], S8, = 83 =[52, 4], S8, = 51 = [52, S3]5 Sg, = 53 = [s1, s3]

Suppose that the weighting vectoraw = (wy, ws, ws,wy)” of the ULOWHM oper-
ator is w = (0.3,0.2,0.3,0.2)7, then by (3.7), we get

o 1
ULOWHM,, (31, 35, 33, 84) = 03 ¢ 07 05 o 02
4 S3 S1 S2
B 1
- 0.2 0.2
Foodl © ool © frssl @ o
= [31.82, 53.42]-
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Based on Definition 2.1.7, we have the following properties of the ULOWHM

operator:

Theorem 3.2.7 Let 51, S9,...,5, be a collection of uncertain linguistic variables
and w = (w1, wy, ..., w,)T be the weight vector of the ULOWHM operator with

w; > 0 and >%_; w; = 1; then we have the following.

(1) (Idempotency): If all 5; (j = 1,2,...,n) are equal, i.e., §; = 5 for all j,

then
ULOWHM,, (51, 35, .., 3,) = &.
(2) (Boundedness):
m1n(§J) S ULOWHMw(gl, 52, c. 7§n) S max(§j).
j
(3) (Monotonicity): If 5; < 53, for all j, then

ULOWHM,, (31, 32, - . .., 87) < ULOWHM,, (85,85, ..., §°).

(4) (Commutativity): If (8},8,,...,3)) is a permutation of (8,5, ...

then
ULOWHM,, (31, 89, - . .48, ) = ULOWHM,(5}, 85, . . ., 8.,).

Proof (1) Since §; = 3, for all 4, we have

. B i 1
ULOWHM,, (51,82, .-.,8,) = g @ o
:31 852 sﬂn
2 1
BT
K-
(2) Let max;(5;) = § and min;(s;) =§;, then
1
ULOWHM,, (51, 32, ...,8,) = — — —
WL Wy g
SB1 5By SBn
1
S wi w2 PP Wn
Sk Sk Sk
- 5]4:7
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ULOWHMw(§17§27"’7Sn) = TwL o L2 q P YWn

S@l SﬂQ SB
S 1
N N T
3 5 3
= 3.

Hence

(3) Since 5; < 57, for all j, it follows that 55, < §p,. then

1
ULOWHMw(§17§277§n>: ﬂ@ﬂ@..-@h
55, T 3, 56n
€ 1
“E px
P n

— ULOWHM,, (5%, 85,05, &%),

=/

(4) Since (57, 85, ..., §,) is a permutation of (51, 8>, ... , 5,); we have 55, = 5j ,
for all j, then
- 3 - 1
ULOWHM,, (31, S35+ .., 8,) = YT~
5p, 56, 86n
= 1
R e
®61  °Ba ®6n

=ULOWHM, (3.3, ...,3.).

Besides the above properties, the ULOWHM operator has the following de-

sirable results.

Theorem 3.2.8 Let 51, 8,...,5, be a collection of uncertain linguistic variables

and w = (wy,wy, ..., w,)T be the weight vector of the ULOWHM operator with

wj; > 0 and 7, w; = 1; then we have the following.
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(1) If w = (1,0,...,0)T, then
ULOWHM,, (31, 82, . . ., §,) = max(§;).
(2) If w = (0,0,...,1)7, then
ULOWHM,, (31, S2,...,8,) = mjin(§j).
(3) f w; =1and w; =0 (i # j), then
ULOWHM, (51, 5, - -, 8n) = 5.,

where 53, is the jth largest of 5; (j =1,2,...,n).

Proof (1) Since w = (1,0,...,0)T, we have
1

ULOWHM, (51,32, -+ 180) = “F
SB1 Sp2 SpBn
— §ﬂl
= max(§;).
j
(2) Since w = (0,0,-..,1)”; we have

1
ULOWHMw(gh 527 G 7§n) =

0 0 1
Sﬂ] SﬂQ Sﬂn
_S,Bn

= min(§;).

(3) Since w; =1 and w; = 0 (¢ # 7); we have

ULOWHM,, (51, 35, ...,3,) =
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Clearly, the fundamental characteristic of the ULWHM operator is that it
considers the importance of each given uncertain linguistic variable, whereas the
fundamental characteristic of the ULOWHM operator is the reordering step, and
it weights all the ordered positions of uncertain linguistic variables instead of
weighting the given uncertain linguistic variables themselves. In the following, by
combining the advantages of the ULWHM and ULOWHM operators, we develop
a ULHHM operator that weights both the given uncertain linguistic variables and

their ordered positions.

Definition 3.2.9 An uncertain linguistic hybrid harmonic mean (ULHHM) op-

erator of dimension n is a mapping ULHHM : S” — S, which has associated

weighting vector w = (wy, wy, ..., w,)" such that w; € [0,1], j = 1,2,...,n, and
i-1wj =1, such that
. - 1
ULHHM,, ., (81, 82, .5 8) = TR TR ———— (3.8)
Sp1 569 5Bn

where 35, is the jth largest of the weighted uncertain linguistic variables S; (51 =

T

nwid;, i = 1,2,...,m), w = (w1,Wyy . .,y )i is the weight vector of 3; (i =

1,2,...,n) with w; € [0,1] and >, w; = 1, and n is the balancing coefficient.

Especially, if w = (%, %, . 7—1L)T, then §; = 3;, i = 1,2,...,n, in this case, the
ULHHM operator is reduced to ULOWHM operator; if w = (£, %,..., 4)T, then

the ULHHM operator is reduced to ULWHM operator.

Example 3.2.10 Given the.collection of uncertain linguistic variables: s, =
(59, 83], 82 = [s1,83], 83 = [s9,84], 84 = [s3,84], and.let w = (0.3,0.2,0.3,0.2)"
be the weight vector of §; (j =.1,2,3,4). Then we get-the weighted uncertain

linguistic variables:

81 = 4x0.3x [s9,53] = [s24, 53],
Sy = 4x0.2x [s1,83] = [S0s, S24]
S3 = 4x0.3 X [s9,84] = [s2.4, Su8],
Sy = 4x0.2x [s3,54] = [S94, 53]



By using (3.1), we construct the following matrix:

0.500 1.000 0.333 0.600
0.000 0.500 0.000 0.000
0.667 1.000 0.500 0.750
0.400 1.000 0.250 0.500

Summing all elements in each line of matrix P, we have
p1 = 2.433, po = 0.500, p3 = 2.917, p, = 2.150.

Then we rank the arguments $; (i = 1,2, 3,4) in descending order in accordance
with the values of p; (i = 1,2,3,4):

§ﬂ1 = §3 = [82,84], 562 = §1 = [82,83], §g3 = §4 = [83,84], 534 = §2 = [81,83].

Suppose that the weighting vector w-= (wy, wy, w3, wy)? of the ULHHM operator
is w = (0.3,0.2,0.3,0.2)T, then by (3.8), we get

L 1
ULHHMw(Sl, S9, S3, S4> = % EB % EB % EB %
_ 1
— 03 0.2 0.3 0.2
B2sa] WM T [5s o0 © Tiss)
= [51.827 53.53]-

3.3 An approach to multiple attribute group de-
cision making

In this section, we consider a MAGDM problem, let X = {zy,x9,...,2,} be

a discrete set of n feasible alternatives and G = {G1,Ga,...,G,} be a set of

m attributes, whose weight vector is w = (wy,wy, ..., w,, )T, where w; > 0 and
Ymiw; = 1, and let D = {dy,ds,...,d;} be the set of decision makers, whose
weight vector is v = (vi,vs,...,v)T, where v, > 0 and Y4, vy = 1. The

decision maker dy € D may provide the uncertain linguistic decision matrix
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Ry, = (fz(f))me where fg?)
linguistic variable, of the alternative x; € X with respect to the attribute G; € G
foralle=1,2,....m;57=1,2,.... n; k=1,2,... L.

In the following, we shall develop an approach based on the ULWHM and

is an attribute value, which takes the form of uncertain

ULHHM operators to MAGDM with uncertain linguistic preference relations.
Step 1. Utilize the ULWHM operator:

A = ULWHM,, (75, 75, . 7))
1
= w1 wo w (39)
iy e i P 7:(771)
15 2j mj

to aggregate all the elements in the jth column of R; and get the overall attribute
(

value fjk) of the alternative x; corresponding to the decision maker dj,.
Step 2. Utilize the ULHHM operator:

A T (3.10)

to aggregate the overall attribute values f](-k) (k = 1,2,...1) corresponding to

the decision maker dy (kK = 1,2,...,1) and get the collective overall attribute
value 7;, where ??(k) is the kth largest of the weighted data f;k) (fﬁk) = lka§k) ,
k=1,2,...,0), w = (w,ws,...,w)" is the weighting vector of the ULHHM
operator with wy > 0 and ¥\, wp = 1.

Step 3. Compareeach 7 with all 7; (¢ = 1,2,...,n) by using (3.1), and let
pij = p(7; > 7;), and then construct a possibility matrix P.= (p;;)nxn, where
pij > 0, pij +pji = 1, pi = 0.5,4,9 = 1,2,.. 5n." Summing all elements in
each line of matrix P, we have p; = >>%_; pj;, © = 1,2,...,n, and then reorder
7; (7 =1,2,...,n) in descending order in accordance with the values of p; (j =
1,2,...,n).

Step 4. Rank all the alternatives z; (j = 1,2,...n) by the ranking of 7,
(7 =1,2,...,n), and then select the most desirable one.

Step 5. End.
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3.4 Illustrative example

In this section, we use a MAGDM problem of determining what kind of air-
conditioning systems should be installed in a library (adapted from [44]) to illus-
trate the proposed approach.

A city is planning to build a municipal library. One of the problems facing
the city development commissioner is to determine what kind of air-conditioning
systems should be installed in the library. The contractor offers five feasible
alternatives, which might be adapted to the physical structure of the library. The
offered air-conditioning system must take a decision according to the following
four attributes:

(1) G4 is performance.

(2) G5 is maintainability.

(3) G5 is flexibility.

(4) G, is safety.

The five possible alternatives x; (j = 1,2,3,4,5) are to-be evaluated using
the uncertain linguistic variables by three decision makers (whose weight vec-
tor is v = (0.4,0.3,0.3)T) under the above four. attributes (whose weight vec-
tor w = (0.2,0.1,0.3, 0.4)T), and construct, respectively, the decision matrices
Ry = (7 )sua (k = 1,2,3) as listed in Tables 3.1-3.3:

Table 3.1: Decision matrix R;

T Z2 z3 T4 s
G1  [s5.57]3083,54]  [s2,54] [s4,85] “[s2,8s]
Ga  [s4,55] [s1,83) [s3,54)  [s3485] [54;56]
Gz [s2,54] [s5,86] —[s1583}—[s6,57] [s4,55]
Ga  [s3,54] [s2,83] [s3,85] [s2,83] [s3,84]

To get the best alternative(s), the following steps are involved:
Step 1. Utilize the ULWHM operator to aggregate all the elements in the
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Table 3.2: Decision matrix Rs

T x2 x3 T4 x5
G1  [s3,85] [s4,85) [s1,s2] [s3,85] [s1,83]
Gy [s2,54] [s2,83] [s3,85] [s2,54] [s4,55]
G3  [s1,82] [s2,83] [s1,s2] [s2,54] [s5,56]
Gy [s3,55] [s4,56) [s2,83] [s1.83] [s4,56]

Table 3.3: Decision matrix Rs3

71 T2 x3 74 x5
G1  [s2,83] [s3,85] [s1,s3] [s2,83] [s4,85]
Gy [s3,54] [s1,83] [s4,85] [s3,54] [s3,54]
Gz [s1,83] [s3,85) [S2y83] ~[s4785]  [s3,54]
Gy [s2,s3)" [s2,54] [sayss]  [s1,82] [s27s4]

Jth column of Ry and get the overall attribute value 7"

= 152.86, S4.55

=153.03, S4.17),

= [51.49,53.70), T
= |51.59%53.03]; T

~(3)
= |51.64, 52.86),

Step 2.

= (0.2,0.5,0.3)T) to aggregate the overall attribute values r
corresponding to the decision maker dy, (k =

attribute value 7;:

flz

[
[
) A [51.82, 53.33
[
[
[

I

NG
b7
],
, 7
T
-

[51.75; 53.23], Ty =

(1)
(2)

(3)

82.33753.70], 7::(31) = [51.75753.85]7

= |

= [83.03, 84.17);

= (535 MBI = [s1.59, 5280,
= [52.27 55.00)

— [55 13, Sa3sh s AW, 53.70],
> |

52,634 84.17].

Utilize the ULHHM operator (suppose that its Weight vector is

(k: =1,2,3)
1,2,3), and get the collective overall

[52.38, 84.00]7 T3 = [51.757 83.03];
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T4 = [S1.59, S3.23), T5 = [S2.33, S4.35)-

Step 3. Compare each 7; with 7; (i = 1,2,3,4,5) by using (3.1), and let

pij = p(T; > 7;), and then construct a possibility matrix:

0.500 0.274 0.563 0.526 0.257
0.726  0.500 0.776 0.739 0.459
P=] 0464 0.224 0.500 0493 0.212
0474 0.261 0.507 0.500 0.246
0.743 0.541 0.788 0.754 0.500

Summing all elements in each line of matrix P, we have
p1 = 2.12, py = 3.200, p3 = 1.893, p, = 1.988, p5 = 3.326

and then we rank 7; (j = 1,2,3,4,5) in descending order in accordance with the
values of p; (j =1,2,3,4,5):

7’15>712>f1>714>7’;3.

Step 4. Rank all alternatives z; (j = 1,2,3,4,5) by the ranking 7; (j =
1,2,3,4,5):

Ty > To = T1 = Ty — X3

and thus the most desirable alternative is xs.

3.5 Comparison with other methods

In this section, we compare the proposed method with other methods. The meth-
ods to be compared here are the methods proposed by Xu [29, 32], respectively.

Each of methods has its advantages and disadvantages and none of them can
always perform better than the others in any situations. It perfectly depends on

how we look at things, and not on how they are themselves.
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The method proposed by Xu [32] is suitable for solving group decision making

with uncertain multiplicative linguistic preference relations because the ULOWG

operator combines the uncertain multiplicative linguistic variables giving weights

to the values in relation to their ordering position, diminishing the importance

of extreme values by increasing the importance of central ones; whereas the pro-

posed method in this chapter and the method proposed by Xu [29] are suitable

for solving MAGDM with uncertain linguistic information because the ULHA

operator and ULHHM operator reflect the importance degrees of both the given

uncertain linguistic variables and their ordered positions. Others of relative com-

parison with the methods respectively proposed by Xu [29, 32] are shown in Table

3.4.

Table 3.4: Comparison with other methods

Xu [29] Xu [32] Proposed method
Problem type MAGDM GDM MAGDM
Application area Evaluating Investment Air-conditioning

university faculty of money system selection

Decision

information

Uncertain linguistie

decision matrix

Uncertain multiplicative

decision matrix

Uncertain linguistic

decision matrix

Solution method

Aggregation ULWA operator TULOWG operator ULWHM operator
stage

Exploitation ULHA operator ULOWG operator ULHHM operator
stage

Ranking Complementary Complementary Possibility

stage matrix matrix matrix

Final Ranking of a number Ranking of a number Ranking of a number
decision of alternatives of alternatives of alternatives
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3.6 Conclusions and discussions

In this chapter, we have developed some new aggregation operators including the
uncertain linguistic weighted harmonic mean (ULWHM) operator, the uncertain
linguistic ordered weighted harmonic mean (ULOWHM) operator and the un-
certain linguistic hybrid harmonic mean (ULHHM) operator. The ULOWHM
operator, which is an extension of Chen et al.’s OWHM operator, can be used
in situations where the input arguments are uncertain linguistic variables. The
ULHHM operator generalizes both ULWHM operator and the ULOWHM oper-
ator, and reflects the importance degrees of both the given arguments and their
ordered positions. Based on the ULWHM and ULHHM operators, we have pro-
posed an approach to multiple attribute group decision making with uncertain
linguistic information. We have also applied the proposed approach to the prob-
lem of determining what kind of air-conditioning systems should be installed in
the library. Furthermore, Wei.and Yi [24] proposed-some harmonic aggrega-
tion operators for aggregating triangular fuzzy linguistic information, such as the
fuzzy linguistic weighted harmonic mean (FLWHM) operator, fuzzy linguistic or-
dered weighted harmonic mean (FLOWHM) operator and fuzzy linguistic hybrid
harmonic mean (FLHHM) operator, and developed an approach to multiple at-
tribute group decision making with triangular fuzzy linguistic variables. From
Definition 3.1.4, since an uncertain linguistic variable can be thought as an a-cut
of triangular fuzzy linguistic variable, each triangular fuzzy linguistic variable is
transform to an uncertain linguistic wariable. Therefore, by Definition 3.1.4 and
Remark 3.1.5, we can use the ULHM, ULWHM, ULOWHM, and ULHHM oper-
ators for aggregating triangular-fuzzy linguistic infermation, and thus we can use
the our approach for solving MAGDM problems with-triangular fuzzy linguistic

environment.
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Appendix A. Fuzzy linguistic harmonic mean ag-

gregation operators [24]

A fuzzy linguistic hybrid harmonic mean (FLHHM) operator is defined as follows:

1
NonG... oL’

Tn

FLHHM,, ., (81, 82, - - -, 8) =

T

where w = (wy, ws,...,w,)" is the associated weighting vector such that w; €

0,1, 7 = 1,2,...,n, and X7, w; = 1, and 7; is the jth largest element of

the weighted triangular fuzzy linguistic variables 5; (8; = nsw, i=1,2,...,n),
w = (w1, ws,...,w,)T is the weight vector of 3; (i = 1,2,...,n) with w; € [0,1]
and Y. ; w; = 1, and n is the balancing coefficient, then the function FLHHM is
called the fuzzy linguistic hybrid harmonic mean (FLHHM) operator of dimension
n.

1 1 I)T

nd nd A W

Especially, if w = ( , then §; = 8;, i = 1,2;+..,n, in this case, the
FLHHM operator is reduced to the fuzzy linguistic ordered weighted harmonic
mean (FLOWHM) operator; if w = (£, %, ..., )7, then the FLHHM operator is

reduced to the fuzzy linguistic weighted harmonic:mean (FLWHM) operator.

Appendix B. An approach to multiple attribute
group decision making under triangular fuzzy lin-

guistic environment [24)]

Let X = {x1,z9,...,2,} be a discrete set of n alternatives and G = {G1,Go, . . .,
G} be a set of m attributes, whose weight vector is w = (wy, wy, . . ., w,, )T, where
w; > 0and Y, w; = 1, and let D = {d;,ds, ..., d;} be the set of decision makers,
whose weight vector is v = (vy,vs,...,1;)T, where v, > 0 and St v, = 1.

The decision maker d;, € D may provide the uncertain linguistic decision matrix
(k)

Ry = (fz(]k ) )mxn, Where 777 is an attribute value, which takes the form of triangular
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fuzzy linguistic variable, of the alternative z; € X with respect to the attribute
GieGforalli=1,2,....m; j=1,2,....n k=1,2,...,L

Step 1. Utilize the FLWHM operator:

P = FLWHM,, (/{5 759, 7%
to aggregate all the elements in the jth column of R, and get the overall attribute
value fj(»k) of the alternative x; corresponding to the decision maker dj.

Step 2. Utilize the FLHHM operator:

#; = FLHHM, , (¢*(", #2) . #0)
B 1
rf(ll) &2 qué) SR r;u(ll)
j J

to aggregate the overall attribute values fj(k) (k=1,2,...1) corresponding to the

decision maker dj, (k = 1,2,..7,1) and get the collective overall attribute value 7;,
where f;(k) is the kth largest of the weighted data f’gk) (f;k) £ TZJ:: ck=1,2,...1),
w = (wy,wy,...,w)T isthe weightingvector of the FLHHM operator with wy, > 0
and ng:l w, = 1.

Step 3. Compare each 7; with all 7; (i = 1,2,...,n) by using (3.3), and let

¢;; = p(r; > 7;), and then construct a possibility matrix Q = (gi;)nxn, Where

gij >0, ¢ +q;; =1, g = 0.5, 4,7 = 1,2,...,mn. Summing al elements in each

line of matrix Q, we have ¢; = 3% _;qij, © = 1,2,...,n, and then reorder 7,
(j = 1,2,...,n) in descending order in accordance with the values of ¢; (j =
1,2,...,n).

Step 4. Rank all the alternatives z; (j = 1,2,...n) by the ranking of #;
(7 =1,2,...n), and then select the most desirable one.
Step 5. End.
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Chapter 4

Generalized induced linguistic
harmonic mean operators based
approach to multiple attribute

group decision making

Two generalized induced linguistic aggregation operator called the' generalized
induced linguistic ordered weighted harmonic mean (GILOWHM) operator and
generalized induced uncertain linguistic ordered weighted harmonic mean (GIU-
LOWHM) operator is defined. Each object processed by these operators consists
of three components; where the first. component represents the importance de-
gree or character of the second component, and the second component is used
to induce an ordering, through-the first component, over the third components
which are linguistic variables (or-unecertain-linguistic variables) and then aggre-
gated. Based on the GILOWHM and GIULOWHM operators respectively, we
develop two procedures to solve the multiple attribute group decision making
problems where all attribute values are expressed in linguistic variables or uncer-
tain linguistic variables. Finally, an example is used to illustrate the developed

procedures.
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4.1 Generalized induced linguistic aggregation

operators

4.1.1 The GILOWHM and GIULOWHM operators

Definition 4.1.1 [21] An induced LOWHM (ILOWHM) operator is defined as

follows:

1
ILOWHM,, ((u1, Sa, ), (U2: Sas), - - -+ (Un, San)) = o7 S (4.1)
561 589 56n
where w = (wy,wy, ..., w,)T is a weighting vector, such that w; € [0,1], i =

1,2,...,n, X% w; = 1, sg, is the s,, value of the LOWHM pair (u;, ,,) having
the ith largest u;, and u; in (u;, S,,) is referred to as the order inducing variable
and s,, as the linguistic argument variable. Especially, if w = (£, +,..., L)T then
ILOWHM is reduced to the LHM operator; if w; =.s,., for all 7, then ILOWHM
is reduced to the LOWHM operator; if u; =No. 2, for all-i, where No. i is the

ordered position of the a;, then ILOWHM is the LHM operator.

However, if there is a tie between (u;, 5q;);:(uj;84;) With respect to order-
inducing variables, in this case, we can follow the policy presented by Yager and
Filov [40] - to replace the arguments of the tied objects by the mean of the
arguments of the tied objects (i.e., we replace the argument component of each
of (ui, 84;) and (u;, 84;) by their average (sq, © 8a,)/2). If k items are tied, we
replace these by k replicas of their average.

In the following, we shall give example to specify the special cases with respect

to the inducing variables.
Example 4.1.2 Consider the following collection of LOWHM pairs:

(S4,83), (S6, S7), (S3,51), (S5, S4)-

Performing the ordering the LOWHM pairs with respect to the first component,

we have
<867 S7>7 <857 S4>7 <S47 53)7 <S37 81>~
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This ordering induces the ordered linguistic arguments

851 = 87,58, = 54, 853 = 83, 854 = S1.

If the weighting vector w = (0.3,0.1,0.4,0.2)7, then we get an aggregated value:

ILOWHMM(<S47 53>7 (‘957 87)7 <537 Sl)) <56a S4>)
1

T 03 5 01 gy 04 02

S7 S4 S3 S1

= 52.49.

Definition 4.1.3 An induced uncertain LOWHM (IULOWHM) operator is de-

fined as follows:

- - - 1
IULOWHMU}((“M Sl>7 <U2, 32>7 SRR <un7 Sn)) = Wy w2 gy @ Wn (42)
561 SBg SBn
where w = (wy,wy, ..., w,)T is a weighting vector, such that w; € [0,1], i =

1,2,...,m, Y0 w; =1, 85, is-the §; value of the ULOWHM pair (u;, §;) having
the ith largest u;, and u; in (u;, §;) is referred to as the order inducing variable and
S; as the uncertain linguistic argument variable. Especially, if w = (%, %, ceey %)T
then IULOWHM is reduced to the ULHM operator; if u; = §;, for all ¢, then
IULOWHM is reduced to the ULOWHM operator; if u; =No. i, for all i, where

No. i is the ordered position of the a;, then IULOWHM is the ULHM operator.

bl

However, if there is a tie between (u;,$;), (u;.5;) with respect to order-
inducing variables. “In this case, we can replace the argument component of
each of (u;, §;) and (uj,5;) by their average (5; & §;)/2). If k items are tied, we

replace these by k replicas.of their average.
Example 4.1.4 Consider the following. collection-of ULOWHM pairs:

(0.5, [s3, 54]), (0.3, [s6, 7], (0.7, [s2, s3]}, (0.4, [s2, 54]).

Performing the ordering the ULOWHM pairs with respect to the first component,

we have
(0.7, [s2, s3]), (0.5, [s3, s4], (0.4, [s2, 84]), (0.3, [s6, 57])-
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This ordering induces the ordered linguistic arguments

551 = [52,83],§g2 = [83,84],553 = [82,84],534 = [86,87].
If the weighting vector w = (0.3,0.1,0.4,0.2)7, then we get an aggregated value:

ILOWHM,, ({0.5, [s3, s4]), (0.3, [s6, s7]), (0.7, [s2, s3], (0.4, [s2, 84]))

= [32.40, 33.94]-

An important feature of the ILOWHM operator is that the argument order-
ing process is guided by a variable called the order inducing value. This operator
essentially aggregate objects, which are pairs, and provide a very general family
of aggregations operators. In some situations, however, when we need to provide
more information about the objects, i.e. each object may consist of three compo-
nents, a direct locator, an indirect locator and a prescribed value, it is unsuitable
to use this induced aggregation operator as an aggregation tool. In following we

shall present some more general linguistic aggregation technique.

Definition 4.1.5 A generalized induced LOWHM (GILOWHM) operator is given

by
GILOWHM,, ((v1, u1, Say )s (Va, U2} Sag)s - - -5 (Un, Un, S ) (4.3)
1
=Wl Wy ... @ Un
581 @ 539 S @ SBn
where w = (wy, ws, ..+, w,)Lis the associated weighting vector with w; € [0, 1]
and I, w; = 1, the object (v;,u;, Sa,) consists of three components, where

the first component v; represents the importance degree or character of second
component u;, and the second component u; is used to induce an ordering, through
the first component v;, over the third component s,, which are then aggregated.
Here, sg; is the s,, value of the object having the jth largest v;. In discussing
the object (v;,u;, Sa,;), because of its role we shall refer to the v; as the direct
order inducing variable, the u; as the indirect inducing variable, and s,, as the

linguistic argument variable.
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Especially, if v; = wu;, for all ¢, then the GILOWHM operator is reduced to
the ILOWHM operator; if v; = s,,, for all ¢, then the GILOWHM operator
is reduced to the LOWHM operator; if v; = No. i, for all ¢, where No. 7 is
the ordered position of the s,,, then the GILOWHM operator is reduced to the
LWHM operator; if w = (%, %, cee %)T, then the GILOWHM operator is reduced
to the LHM operator.

Example 4.1.6 Consider the collection of the objects

(No. 3,Kim, s1), (No. 1, Park, s7), (No. 2, Lee, s5), (No. 4, Jung, s5).
By the first component, we get the ordered objects

(No. 1, Park, s7), (No. 2, Lee, s5), (No. 3, Kim, s1), (No. 4, Jung, ss).

The ordering induces the ordered arguments sg, = 57,3, = S2, Sg;, = 51, S, = Ss-

If the weighting vector for this aggregation is w = (0.3,0.1,0:2,0.4)7, then we get

GILOWHM,,({No.3, Kim, s1),(No.1, Park, s7), (No.2, Lee, s5), (No.4, Jung, s5))
1
- @@M@Q@M:%.?O-
ST S92 S1 s5

However, if we replace the objects in Example 4.1.6 with
(No. 3,Kim, s1),(No. 1, Park,s7), (No. 2, Lee, s5), (No. 3, Jung, s5),

then there is a tie between (No. 3, Kim, s;) and (No. 3, Jung, s5) with respect to
order direct inducing variable, in this case;, we can follow the policy: we replace
the linguistic argument component of each of (No. 3, Kim, s;) and (No. 3, Jung, ss)
by their average (s; @ s5)/2 = s3. This substitution gives us ordered arguments

Sg, = S7, S, = S2, Sg; = S3, S3, = S3. Lhus

GILOWHM,, ({(No.3, Kim, s1), (No.1, Park, s7), (No.2, Lee, s2), (No.3, Jung, s5))
1
— 03 @9l g 02404

s7 S92 s3 S3

= 53.44.

47



If we replace (4.3) with

GIULOWHMw(<U1, Uy, 51), <UQ, Ua, §2>, cey <Un, Unp, §n>)

1

= (4.4)

31)1 @ 3112 @ . @ Wn,
53, 53,

56n

then by Definition 4.1.5, we get a GIULOWHM operator. Especially, if v; = u;,
for all 7, then the GIULOWHM operator is reduced to the IULOWGM operator;
if v; = §;, for all 7, then the GIULOWHM operator is reduced to the ULOWHM
operator; if v; = No. i, for all 7, where No. 7 is ordered position of the §;, then the
GIULOWHM operator is reduced to the ULWHM operator; if w = (£, 1, ..., 1T,

n’n’ ‘n

then the GIULOWHM operator is reduced to the ULHM operator.
Example 4.1.7 Consider a collection of the objects
<O37 K1m7 [51’ 83]>7 <017 Parku [877 88]>7 <027 Leeu [827 83]>‘

Performing the ordering of the objects with respect to the first component, we

get the ordered objects
(0.3, Kim, [s1, s3]), (0:2, Lee, [s2, s3]), (0.1, Park, [s7, ss]).

The ordering induces the ordered uncertain linguistic arguments 33, = [s1, s3],
Sg, = [S2, 3], Sp, = [s7,58]. If the weighting vector for this aggregation is w =
(0,2,0.6,0.2)T, then'we have

GIULOWHM,, ((0:3, Kim, [s1,.53]), (0.1, Park; [sz, ss]), (0.2, Lee, [s2, s3]))

= [52.33, 53.42]-
If the direct order inducing variables v; (i = 1,2,...,n) take the form of un-
certain linguistic variables &, (i = 1,2,...,n), then we shall use, to rank these

uncertain linguistic variables, the procedure for ranking uncertain linguistic ar-

guments when using the ULOWHM operator.
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Example 4.1.8 Consider a collection of the objects

([s1, s2], Kim, [s2, s4]), ([s4, S5], Park, [s7, ss]), ([s3, s5], Lee, [sa, s3]).

To rank the first components v; (i = 1,2, 3) of the objects, we first compare each
v; with all these first components v; (i = 1,2, 3) by using (3.1), and then construct

a complementary matrix

0.500 0.000 0.000
P= | 1.000 0.500 0.667
1.000 0.333  0.500

Summing all elements in each line of matrix P, we have
P1 = 0500, P2 = 2167, P3 = 1.833.

Then we rank all the variablesv; (i = 1,2,3) in descending order in accordance
with the values of p; (i =1,2,3)

Vg = [34755}, U3 =¥ [83,85], i [81732]-

Performing the ordering of the objects with respect to the first component, we

get the ordered objects

([s4, s5], Park, [s7, ss]), ([s3, 85], Lee, [s2,83]), ([s1, $2], Kim, [s2, $4]).

The ordering induces the ordered uncertain linguistic arguments 55 = [s7, ss|,
S5, = [S2, 3], Sgy = [S2, sa].. If the weighting vector for this aggregation is w =
(0,2,0.6,0.2)T, then we have

GIULOWHM,, (<[81a SQ]a Kim, [82, S4]>7 <[84a S5]a Park, [87a 88]>7

([s3, 53], Lee, [s2, 53])) = [s2.3, s3]
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4.1.2 Some properties of the GILOWHM operator

In the following we shall make an investigation on some desirable properties of
the GILOWHM operator.

Theorem 4.1.9 (Commutativity) If ((v],u], s,,,), (V5, ub, 55,), .-, (U, Uy, S, )

is any permutation of ((vy, u1, S, ), (Va, U2, Sag)s - -« (Un, Un, Sa,)), then

GILOWHM,, ((vy, U1, Sa, ), (V2, U2, San)s -« s (Uny Uny Say, )
= GILOWHM,, ((vy, uy, Sy, )s (Vs Uy oy )s - - - (Unys Uy, Sty ))-

Proof Let
1
GILOWHM,, ((v1, u1, Say ), (V2; U2, Sas)s - - - 5 (Uns Uns Sa)) = O g
861 Sﬁ2 sﬁn
1
GILOWHM,, ((v], u, 8, )5 (Vh, Uy S5r)ses o (U Upy Seo )= 5 T
"By P2 S
Since ({v], u], 54, ), (Vo Uy, Sy ) s - - 5 (U Uy, 51y, )) 1S @ permutation of ((vy, u1, sq,),
(V2,U2, 8a)s - - > (Vnyln, 8ay,,)), We haVe sg, = s’ﬁj LSl 2, . 5 T then

GILOWHM,, ((v1, 1, Sa, ), (U2, U2, Sag)s - - - 5 (Uny Uns San))
= GILOWHM,, ((v], u}, sfxl), (O 3;2), oo (W] s'an)).

Theorem 4.1.10 (Idempotency)If s,, = sq, for all i, then
GILOWHM,, ({(v1y115Sag)s (V2, Ua,y Sag)s - - 5 (Uns Ui, Sas) )= Sa-
Proof Since s,, = s,, for all ¢, we have

GILOWHM,, ({(v1, U1, Sa, )y (V2, U2,y San)s -« -5 (Uny Un, Sa, )

1 1
TWL oy W2 L Ly Wn WLy W2 N Ly Wa
551 EB 852 EB EB Sgn Sa EB Sa EB EB Sa
= Sq4-
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Theorem 4.1.11 (Monotonicity) If so, < s;, , for all i, then

GILOWHM,, ((v1, u1, Say)s (Va, U2, Sag)s - - -5 (Un, Un, Sa, )
< GILOWHM,, ((v1, 1, 85, ), (va, U2, Sh. ), - -+ 5 (U, U, Spy ).

Proof Let
1
GILOWHM,, ({(v1, U1, Say )y (V2, U2y San)s -« - 5 (Uny Un, Sa,)) = T o
1
GILOWHM,, ((v1, u1, 54, ), (U2, U, Siy )5 - - - (Uns Un, Sy, ) = Do o
b1 B2 Bn
Since sq, < s,,,, for all 4, it follows that sg, < s, then
GILOWHM,, ((v1, U1, Sa; ), (V2, U2, Say)s - - - s (Uny Un, Say, )
< GILOWHM,,, ((v1, u1, 54, )5 (V2, U2, 50,5 - - - 5 (U, Uns Sy, ))-
Theorem 4.1.12 (Boundedness)
< max(sa, ).

(2

min(s,,) < GILOWHM,,((v1, 41, Sa,), (V2, U2, Sag)s - - - 5 (Uns Uny Sa,, ))
Proof Let max;(s,,) = sp and min;(s,,) = Sq, then

GILOWHMw(<U17U/17 5a1>7 <’02,U2, 3a2>7 © 0 o1 <Una Unp, San>)
1 1
- w w w. S w w! w :Sﬁ’
561 SBg SBn 5B Sp 5]

GILOWHMy, ((v1,%15 S, ), (V2, U2, Say)s - - -5 {Usiy U, Seiy )
1

1
= >
ﬂ@ﬂ@...@% n M@%@...@M
552 Sﬁn Sa Sa Sa

Sﬁl

= S4.

Hence we have

min(s,,) < GILOWHM,, ((v1, U1, Sa,), (V2, U2, Say)s - - - s (Uny Un, Sa,)) < MAX(Sq, )-
Similarly, we can prove that GIULOWHM operator also has the desirable

properties above.
o1



4.2 An approach to group decision making

For a group decision making with linguistic information, let X = {z1,zs,...,2,}
be a set of alternatives, and G = {G1,Gs,...,G,,} be the set of attributes,
and w = (wi,ws,...,wn)’ be the weight vector of attributes, where w; > 0,
i =1,2,....m, X" w; = 1. Let U = {ug,us,...,u} be a set of decision

makers, and V' = {vy,va,..., v} be the set of importance degrees or characters
k)
€ S is preference value, which takes the form

of decision makers u, (kK = 1,2...,1). Suppose that A% = (a;;’),xn is the

(k)
ij
of linguistic variables, given by the decision maker u, € U, for the alternative
x; € X with respect to the attribute G; € G, forallk =1,2,..., ;i =1,2,...,m;

i=1,2,....n.

linguistic decision matrix, where a

In the following, we apply the GILOWHM operator (whose exponential weight-
ing vector w = (wy, wa, ..., w)", wp >0, k=1,2,...1, "t _,wy = 1) and the

LWHM operator to group decision making with linguistic-information:
Procedure 1.

Step 1: Utilize the GILOWHM operator

Q5 = GILOWHMU}(<U17U1’ agjl)>a <U2,U2, az(j2)>7 . <vl7 ug, az(é)>)7
1
LA =B =12
L0 O @ N8

@ij i i

to aggregate all the decision matrices A® (k' = 1,2,...,1) into a collective de-
cision matrix A = (a;;)mxn, Where v, (k = 1,2,...1) are.direct order inducing

variables and uy (k= 1,2,..:1) are indirect order inducing variables.

Step 2: Utilize the decision information given in matrix A, and the LWHM

operator

a; = LWHMw(alj, A2j, - - - ,amj)
1 .
Wiy w2 gy gy Lm] J

aij az; Amyj

52



to derive the collective overall preference values a; of the alternative z;, where

w = (w1, wa, ..., wn,)T be the weight vector of attributes.

Step 3: Rank all the alternatives z; (j = 1, 2, ..., n) and select the best one(s)

in accordance with the collective overall preference values a; (j = 1,2,,...,n).
Step 4: End.

Now we consider the group decision making problems under interval uncer-
tainty where all the attribute values are expressed in uncertain linguistic variables.
The following notations are used to depict the considered problems:

Let X, G, w, U and V be presented as above-mentioned, and let AR =

~ (k) (k)

(aij ij
value, which takes the form of uncertain linguistic variables, given by the decision
maker u; € U, for the alternative z; € X with respect to the attribute G; € G,

forall k=1,2,....5;i=1,2,...,m; 7 =1,2,... n.

Jnxm be an uncertain linguistic decision matrix, where a,;’ € S is preference

Similar to the Procedure I, a procedure for solving the above problems can be

described as follows:
Procedure II.
Step 1: Utilize the GIULOWHM operator

Aij = GIULOWHM,,({v1, Ul»&ggl')% <U27u27(~1’z('32')>a TS dz(';')>)u
1
= =i 7 e~ [ N = 1.2,
DO W
ij

iJ 17

to aggregate all the decision matrices A®) (k = 1,2,...41) into"a collective de-
cision matrix A = (@i )mxry. where (k= 1,2,02:1) are direct order inducing

variables and uy, (k = 1,2,...[) are-indirect-order inducing variables.

Step 2: Utilize the decision information given in matrix fl, and the ULWHM

operator

dj = ULWHMM(&1]7 d?j; cey a‘m])
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to derive the collective overall preference values a; of the alternative z;, where

w = (w1, wa, ..., wn,)T be the weight vector of attributes.

Step 3: To rank these collective attribute values a; (i = 1,2,...,n), we first
compare each @; with all a@; (j = 1,2,...,n) by using (3.1). For simplicity, we
let p;; = p(@; > a;), then we develop a complementary matrix as P = (p;;)nxn,

where:

Summing all elements in each line of matrix P, we have
n
Di :Zpl]’ ’L: 1,2,...,n.
j=1

Then we rank the a; (i =1,2,...,n) in descending order in accordance with the

values of p; (i =1,2,...,n).

Step 4: Rank all the alternatives z; (i = 1,2,...,n) and select the best one(s)

in accordance with the a; (¢ =1,2,...n).

Step 5: End.

4.3 Illustrative example

Let us suppose an investment company, which wants to invest a sum of money
in the best option (adapted by Herrera et al. [12]). There is a-panel with five
possible alternatives in which to invest the money:- (1) z is-a car industry; (2)
x9 is a food company; (3) z3 is a-computer company; (4) x, is an arms company;
(5) z5 is a TV company.

The investment company must make a decision according to the following four
attributes (suppose that the weight vector of four attributes is w = (0.3,0.4,0.2,
0.1)T): (1) G, is the risk analysis; (2) Gy is the growth analysis; (3) G is the

social-political impact analysis; (4) G4 is the environmental impact analysis.

o4



There is three decision makers uy (k = 1,2, 3) to evaluate five alternatives as
follows: wq is Anderson; uy is Smith; and w3 is Brown, where v; = No. 3, vy =
No. 2 and v3 = No. 1 are order positions of relative importance of decision makers
ur (k= 1,2,3), respectively. The five possible alternatives z; (j = 1,2,3,4,5)
are evaluated using the linguistic scale:

S = {s; = extremely poor, sy = very poor, s3 = poor,
s4 = slightly poor, s; = fair, s4 = slightly good,

s7 = good, sg = very good, sg = extremely good}.

by three decision makers under the above four attributes G; (i = 1,2,3,4), and
construct, respectively, the decision matrices A®) = (ag))4x5 (k = 1,2,3) as
listed in Tables 4.1-4.3.

Table 4.1: Linguistic decision matrix A™)

X1 xI9 I3 T4 T

Gi s S9 sS4 83 Sg
G2 i 80 058 T
Gs | 87 sS4 Sg S8 S7
G4l 89 sS4 S S7 Sg

Now we utilize the proposed procedure I to prioritize these alternatives:
Step 1: Utilize the GILOWHM operator (whose weight vector is w = (0.3, 0.4,
0.3)T)

aij - GILOWHMM(<UI7 Uy, agjl)>7 <U27 U2, a’g))? <U37 us, CLE?)>),
i=1,2,3,4,5=1,2,3,4,5

to aggregate all the decision matrices A® (k = 1,2,3) into a collective decision
matrix A = (CLij)4><5 (Table 44)
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Table 4.2: Linguistic decision matrix A

X xI9 I3 T4 Ty

Gi1 s s8 S4 ST 53
Go s3 s¢ S3 S3 54
Gz st s4 Sg¢ St S

Gs Ss2 53 S4 Sg S8

Table 4.3: Linguistic decision matrix A®)

r1p X2 X3 T4 s

Gi1 s6 S8 sS4 ST 52
G2 s4 sS¢ S8 ST 54
Gs sy 83 St Sg Sg
G4 S3—84 S4 ST St

Step 2: Utilize the decision information given in matrix A, and the LWHM
operator

CLj = LWHMW(CLU, agj, agj, a4j)

1
= 0§ =1,2,3,4,5
wa

w1 w2 w3

to derive the collective overall preference values a; of the alternative z;:

A1 = 54,02, @2 =-85.44, A3-= 85 57504 — $6.55, A5 = 54.20-

Step 3: Rank all the alternatives z; (7 = 1,2, 3,4,5) and select the best
one(s) in accordance with the collective overall preference values a; (j = 1,2,

3,4,5):
Xy ™= T3 = Tog ™ Ty = X1

thus the best alternative is x,.
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Table 4.4: Collective linguistic decision matrix A

I X9 T3 Ty xIs5

G1 560 583 S40 S50 S3.0
G2 532 563 880 S7.7 540
G3 s70 536 S63 S7.8 580
Gy 522 S35 S44 S66 ST.7

If three decision makers evaluate the performance of five companies z; (j =
1,2,3,4, 5) according to attributes G; (i = 1,2,3,4) by using the uncertain
linguistic terms in the set S and constructs, respectively, the uncertain linguistic
decision matrices A®) (k = 1,2,3) as listed in Tables 4.5-4.7.

Table 4.5: Uncertain linguistic decision matrix A®)

Iy x2 x3 T4 Ts
G1/ [85557) [s7,59] [852,84)s [53,85] [s4,56]
Ga “[s2,53] [sehs7]" [s7,50]" [83%s5] « [s4, 56]
Gz [s2,54] [s5,56) [51,83] | [86,87] [54,55]
Ga  [s3,54] [82,83] [s3,55]. [82,83] [s3,s54]

In such case, we'can utilize the proposed procedure II to prioritize these
alternatives as follows.

Step 1: Utilize the GIULOWHM operator (whose weight vector w = (0.3, 0.4,
0.3)T)

ELZ] = GIULOWHMU)(<U17 Uy, a’f]l)>7 <U27 Uz, ag)>7 <U37 Uus, dEj’)))’
i=1,2,3,4;5=1,2,3,4,5

to aggregate all the uncertain linguistic decision matrices A®) (k=1,2,3) into a

collective uncertain linguistic decision matrix A = (a;;)4x5 (Table 4.8).
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Table 4.6: Uncertain linguistic decision matrix A®

T Z2 x3 T4 x5
G1  [se,s7] [ss,s9] [s1,82] [s3,85] [s1,83]
Go  [s2,54] [s2,83] [s3,85] [s2,54] [s4,85]
Gz [s1,52] [s2,83] [s1,s2] [s2,54] [s5,56]
Ga  [s3,55] [s4,86] [s2,83] [s1,83] [s4,56]

I Z2 x3 T4 x5
G1  [se,ss] [se,ss] [s1,83] [s2,83] [s4,85]
Ga  [s3,54] [s1,83) [S4,85] [s3,54] [s3,84]
Gs  [s1,53] {53;55] [s2,83] ' [s4,55] “[s3, 4]
Ga  [s2453]  [s2,84] [54,85] [s1,82] |[s2,84]

Step 2: Utilize the decision/information given in matrix A, and the ULWHM

operator

i; = ULWHM, (@1, G2, Gaj, G4y)

1 :
= o J=1,2345

w1 w2 w3
ayj az;j agj Q44

to derive the collective overall preference values @; of the alternative x;:

a1 = [S2.49, S3.08], Ao = [S2.67, Sa.50), A3 = [S1.78, S3.48),

as = [S2.36, S4.00], @5 = [S2.77, Sa.61)-

Step 3: To rank these collective overall preference values a; (j = 1,2, 3,4, 5),

we first compare each a; with all @; (¢ = 1,2,3,4,5) by using (3.1), and develop
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Table 4.8: Collective uncertain linguistic decision matrix A

1 9 x3 x4 x5
G1  [ss5.66,57.27]  [57.00,88.67] [s1.18,52.67] [S2.61,54.17] [51.82,54.11]
G2 [s2.22,5364] [51.82,5362] [53.98,85.77) [52.50, 54.26] [53.64, S4.88]
G3  [s154,5267] [s2.78,5411] [s1.18,52.50] [S3.08,54.93] [53.92, 54.96]
G1  [s2.61,53.92] [52.50,54.14] [S2.67,53.95] [S1.18,52.61] [52.86, 54.62]
a complementary matrix:
0.500 0.384 0.690 0.503 0.363
0.616 0.500 0.776 0.611 0.484
P=1] 0310 0.224 0.500 0.327 0.201
0.497 0.389--0.673 0.500—-0.370
0.637.-0.516  0.799 0.630  0.500

Summing all elements in each line of the matrix P, we have
p1 = 2.440; ps = 2.987,4ip3 = 1.562, py = 2:429, p; = 3.082

and then we rank @; (j = 1,2, 3,4,5) in descending order in accordance with the
values of p; (j = 1,2,3,4,5):

Qs > Gg > a1 > Qg4 > 3.

Step 4. Rank all alternatives z;(j = 1,2,3;4,5) by the ranking a; (j =
1,2,3,4,5):

Xy = To > T1 = Ty >~ T3

and thus the most desirable alternative is xs.
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4.4 Conclusions

In this chapter, we have defined the GILOWHM and GIULOWHM operators, by
which each object processed consists of three components, where the first compo-
nent represents the importance degree or character of the second component, and
the second component is used to induce an ordering, through the first component,
over the third components which are linguistic variables (or uncertain linguistic
variables) and then aggregated. We have also shown that the ILOWHM operator
and LOWHM operator are the special cases of the GILOWHM operator, and that
the IULOWHM operator and the ULOWHM operator are the special cases of the
GIULOWHM operator. In the process of aggregating information, these opera-
tors can avoid losing the original linguistic or uncertain linguistic information and
thus ensure exactness and rationality of the aggregated results. Moreover, based
on the GILOWHM and GIULOWHM operators respectively, we have developed
two procedures for solving the MADM problems where all decision information
about attribute values takethe forms of linguistic variables or-uncertain linguistic
variables. To verify theeffectiveness and practicality of the developed procedures,

we have given an illustrative example.
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